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ABSTRACT
Our research introduces a pioneering disease prediction system utilizing ensemble learning models to
transform healthcare outcomes. The web-based platform empowers users to predict various diseases,
enabling proactive health management. Incorporating algorithms like KNN, Random Forest, Logistic
Regression, SVM, Gradient Boosting, and CNN within the Ensemble framework ensures robust
predictions. Patients input symptoms on our user-friendly website, initiating the predictive process. The
model analyzes symptoms, integrating diverse algorithmic results for accurate disease predictions. This
system serves as both a diagnostic tool and a guardian for early disease detection, facilitating timely
treatment and patient awareness. Our tailored approach, utilizing unique symptom sets for each disease,
enhances prediction accuracy. The system's significance lies in empowering individuals with timely,
accurate health information and enabling proactive decisions and medical attention. Embracing ensemble
learning contributes to healthcare technology by creating a versatile framework for accurate disease
diagnosis. This approach represents a significant advancement, offering individuals tools for health control,
early diagnosis, and timely treatment. As we refine and expand our model, our commitment is to better
serve the global healthcare community, revolutionizing healthcare practices and ensuring early diagnosis
and prevention become a reality worldwide. This research alleviates healthcare system burdens and
enhances patient well-being, contributing to ongoing healthcare technology advancement.

Keywords: Machine Learning, Ensemble methods, KNN, Random Forest, Logistic Regression, SVM, Gradient
Boosting, CNN

1. Introduction

Amidst an unprecedented deluge of medical data
and a pressing need to enhance disease detection
and prevention, machine learning techniques have
emerged as a powerful and revolutionary tool. The
healthcare industry, an ever-evolving landscape,
has borne witness to substantial changes
propelled by technological advancements and the
ever-evolving expectations of patients. In many
instances, individuals are anxious when confronted
by unfamiliar or troubling symptoms, often
succumbing to a sense of paranoia about the

prospect of a serious disease lurking within.
Instead of enduring protracted waits in hospital
queues, there is a compelling shift towards utilizing
technology to streamline and expedite the
diagnostic process. This research endeavor
embarks upon an exploration of the promising
frontier of disease prediction, placing a keen focus
on the utilization of ensemble machine learning
models. These models harness the collective
prowess of multiple algorithms, amalgamating their
individual strengths to provide predictions that are
more than merely accurate; they are robust,
reliable, and responsive. In a world poised at the
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intersection of cutting-edge technology and the
realm of healthcare, the potential of ensemble
models to revolutionize disease prediction and
enhance patient outcomes is not only compelling
but, more crucially, timely. Machines have long
enjoyed a reputation for their ability to outperform
humans in many respects. Devoid of human errors,
they execute tasks with unparalleled efficiency and
maintain a consistent level of precision. This
concept of a "disease predictor" can aptly be
likened to a virtual doctor, an autonomous entity
endowed with the capability to predict a patient's
ailment with a remarkable absence of human error.
Such predictive technologies, especially in
extraordinary circumstances such as the COVID-
19 and Ebola outbreaks, manifest as a veritable
blessing. They have the potential to identify a
person's ailment without necessitating physical
contact, thereby serving as an indispensable tool
for curbing the spread of highly contagious
diseases. As our project delves deeper into the
realms of ensemble machine learning, it not only
underscores the transformative potential of
technology within healthcare but also emphasizes
the invaluable role these systems can play in
improving patient care and advancing the
boundaries of disease prediction. The ongoing
fusion of technology and healthcare promises a
future where swift, accurate, and efficient disease
prediction and prevention are no longer mere
aspirations but achievable realities, benefiting
patients and healthcare systems alike. Our project
is at a crucial point, where achieving these
objectives is not only fascinating but absolutely
necessary. This is because there is an ongoing
demand for improved healthcare solutions,
particularly in challenging and unique situations.

2. LITERATURE REVIEW

1. Palle Pramod Reddy and Dr. Shivi Sharma
(2021) examined Random Forest's applicability in
predicting liver disease, breast cancer, kidney
disease, heart disease, and diabetes, highlighting
its versatility but noting potential runtime issues
with scalability due to a large number of trees.
Their study emphasizes the importance of
considering algorithm efficiency alongside
predictive performance in disease prediction.

2. Nikhila (2012) conducted a thorough evaluation
of machine learning techniques for chronic kidney
disease prediction, including Random Forest,
Gradient Boosting, Bagging, and Adaboost, using
metrics such as accuracy, MCC, F1-score,
specificity, and sensitivity for model assessment.
The study offers insights into the relative efficacy
of these algorithms for chronic kidney disease
prognosis.

3. Sneha Grampurohit and Chetan Sagarnal (2020)
explored Decision Tree, Random Forest, and
Naive Bayes algorithms for predicting infectious
diseases like malaria, dengue, and fungal
infections. They implemented K-fold cross-
validation to enhance accuracy but noted the
absence of ensemble methods, highlighting the
importance of employing diverse evaluation
techniques for unbiased model assessment.

4. Rahma Atallah and Amjed Al-Mousa's (2019)
study focused on employing a majority voting
ensemble method for heart disease detection,
incorporating features such as age, cholesterol
levels, blood pressure, and maximum heart rate.
Their comprehensive approach encompassed a
broader spectrum of health conditions,
emphasizing the potential for ensemble methods to
enhance disease prediction across various
conditions by leveraging diverse sets of features
and models.

2.1 Limitation Of Existing System

1) The system's reliance on the Random
Forest algorithm alone for disease prediction may
lead to performance issues, owing to the potential
computational burden imposed by the use of
numerous trees, thus affecting overall efficiency
and speed.

2) The paper's exclusive focus on predicting
chronic kidney disease limits its scope, with
potential implications for broader applicability to
long-lasting chronic ailments such as diabetes,
cancer, and others, despite the incorporation of
multiple ensemble techniques.

3) The paper's exclusive focus on predicting
chronic kidney disease limits its scope, with
potential implications for broader applicability to
long-lasting chronic ailments such as diabetes,
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cancer, and others, despite the incorporation of
multiple ensemble techniques.

4) While this paper primarily focuses on
representing heart disease exclusively, our
proposed model encompasses a broader scope,
including infectious diseases, chronic conditions,
and cancer, catering to a more comprehensive
range of health concerns for a diverse patient
population.

3. PROBLEM STATEMENT

Early disease detection is crucial for successful
treatment. Our ensemble model identifies diseases
at their earliest stages, reducing misdiagnoses and
improving patient care. Especially valuable during
situations like the COVID-19 pandemic, it allows
users to assess their health virtually. For chronic
diseases, continuous monitoring aids effective
management, empowering individuals and
healthcare providers for informed decision-making
and proactive health management, contributing to
a healthier society.

3.1 Objectives
a. Minimizing the gap between patients and
doctors to save users’ time

b. Enhance the accessibility of healthcare
services for individuals who reside in underserved
or remote areas, ensuring that they can receive
timely disease predictions and recommendations
despite limited access to medical facilities.

c. By facilitating early disease detection and
minimizing instances of misdiagnosis, the project
aims to contribute to reduced healthcare expenses
for both patients and healthcare systems.

d. Promote health awareness and education
by providing users with insights into disease risks,
symptoms, and preventive measures, fostering a
more informed and health-conscious population.

4. PROPOSED SYSTEM
This Proposed System of Disease Diagnosis is
about predicting different diseases using an
ensemble learning approach. Predictions will be

based on the symptoms taken as input provided by
the user through a user interface. Major categories
of diseases, such as infectious diseases, chronic
diseases, and cancer, will be displayed on the
homepage of the user interface.

4.1 Analysis

To increase overall predictive performance,
ensemble approaches aggregate the predictions of
several machine learning algorithms. Here's a
general framework for using ensemble techniques
with the algorithms you mentioned:

4.1.1 Data Preprocessing:

Start by cleaning and preprocessing your dataset.
This includes coding categorical characteristics,
managing missing values, and, if required, scaling
or normalizing numerical features.

4.1.2 Select Diverse Base Models:

Choose a variety of base machine learning models
from your list: logistic regression, random forest,
naive bayes, KNN, and SVM. Diverse models tend
to perform better in ensembles.

4.1.3 Split Data: Dividing a dataset into test or
validation sets and training sets. The validation/test
set is used to evaluate the performance of the
ensemble, whereas the fundamental models are
trained using the training set.

4.1.4 Train Base Models:

Training each of the selected base models on the
training data. Use appropriate hyperparameter
tuning for each model.

4.1.5 Generate Predictions:

Making predictions on the validation/test set using
each base model. The predictions may be in the
form of class probabilities or actual class labels,
depending on the algorithm.

4.1.6 Combine Predictions:
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Combining the predictions of the base models
using an ensemble method. Ensemble Technique
Regression and classification use voting, which
averages or combines predictions based on a
majority vote.

4.1.7 Evaluate Ensemble Performance:

Assessing the ensemble's performance on the
validation/test set using appropriate evaluation
metrics. Compare the ensemble's performance to
that of individual-based models.

4.1.8 Deployment:

Once you are satisfied with the ensemble's
performance, deploy it to make predictions on new,
unseen data.

4.2 Design Details

Figure 1: System Architecture

a. The user is initially presented with the frontend
of the application, whereby he first logs in or
registers on the website, the data of the user is
stored in the database, and then the user is
verified and routed to a page where he is given the
options to select the disease based on the disease
category; the categories are infectious disease,
chronic disease, and cancer.

b. Infectious diseases include tuberculosis, malaria,
and COVID-19. Chronic diseases include diabetes,
heart disease, and kidney disease. Cancer
includes breast cancer, lung cancer, and skin
cancer.

c. Based on the input given by the user, it is
determined that a diagnosis is to be made through
an image or symptoms.

d. If the diagnosis is to be done through an image,
it is forwarded to the image processing algorithms,
and then the result is displayed.

e. Otherwise, if the diagnosis is to be done through
symptoms, user input is taken for the specific
disease, which is then given to the ensemble
model, which consists of five of the machine
learning models, encompassing SVM, gradient
boosting, random forest, logistics regression, and
KNN.

f. All the models are trained with the dataset
provided to them. The ensemble model returns the
prediction along with the accuracy, which is shown
to the user as a result.

4.3 Detailed Design
After completing the application's registration or
login process, users can choose between the
infectious, chronic, or cancer disease categories.
Users select between diagnosis based on
symptoms or images. Users enter symptoms for
symptom-based diagnosis, while algorithms
process images for image diagnosis. After training
on the dataset, the ensemble model (KNN,
Random Forest, Logistic Regression, SVM,
Gradient Boosting) produces predictions and
accuracy.
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Figure 2: UML Design

5. METHODOLOGY

5.1 Data Collection

The database will include the registration details of
the user, and it will also keep a record of the
symptoms the user entered to perform the
diagnosis of the particular disease. Moreover, it
will also record whether, on the basis of the given
symptoms, the person has positive or negative
results.

For tuberculosis prediction, the dataset consists of
X-ray images obtained from Kaggle. There are two
folders: one containing X-rays of normal patients
(TB negative) and the other containing X-rays of
tuberculosis patients (TB positive). The number of
images of normal patients is 3500, while the
number of images of tuberculosis patients is 700.

5.2 SVM (Support Vector Machine)

SVM, or support vector machines, are used to
solve problems related to both classification and
regression. It looks for the best decision boundary
to divide classes in n-dimensional space, which is
frequently depicted as a hyperplane. Support
vectors are found using SVM, which also seeks to
maximize the margin—the space between support
vectors and the hyperplane—by locating locations
that are closest to the decision border. The optimal
hyperplane for classification is defined by this
maximization.

5.3 KNN (K-Nearest Neighbors)

The K-Nearest Neighbor (K-NN) technique is
fundamental to supervised learning. It places new
cases in the most comparable category by
classifying them according to how similar they are
to the data that already exists. K-NN quickly
classifies new data points by comparing them to
prior samples, preserving pertinent information. It
is frequently used for both classification and
regression tasks and is particularly good at
classifying recently created data. Since K-NN is
non-parametric, it does not assume anything about
the distribution of the data. K-NN is categorized as
a lazy learner algorithm since it stores the dataset
before applying classification, delaying learning
from the training set.

5.4 Naive Bayes Algorithm

Feature independence is assumed by Naive Bayes,
a probabilistic machine learning technique based
on the Bayes theorem—hence the word "naive."
Due to its consideration of conditional probabilities
of features given the class, it performs
exceptionally well in classification tasks like as
document categorization and natural language
processing. In spite of its oversimplified premise,
Naive Bayes is widely used in subject classification,
sentiment analysis, and spam filtering because it is
computationally effective and frequently produces
good results. It works well with high-dimensional
data, which makes it appropriate for feature-rich
applications. Naive Bayes has shown to be
dependable and effective in a variety of real-world
situations, despite its premise.
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5.5 Logistic Regression

A statistical method for binary classification called
logistic regression calculates the probability that an
observation will fall into a particular class. It uses
the logistic function to convert input features into
probabilities between 0 and 1, modeling the
response variable's log-odds. For binary outcomes
like spam identification or medical diagnosis, this
makes it perfect. Coefficients show how
characteristics affect the probability of an event.
Because logistic regression is easy to use and
effective for problems involving binary
categorization, it is used in marketing, healthcare,
and finance.

5.6 Random Forest Forecasting

During training, the ensemble learning method
Random Forest constructs several decision trees.
It computes the mean prediction for regression and
takes into account the mode of each tree's classes
for classification. To build a strong ensemble that
is less prone to overfitting, bagging is used. It is
very scalable and accurate, and it performs
exceptionally well in managing high-dimensional
datasets and finding feature correlations.
commonly employed in tasks including feature
selection, regression, and classification.

5.7 Conventional Neural Network (CNN)

The input, hidden, and output layers make up the
three layers of a typical neural network. Weights
are adjusted during training to facilitate learning.
Neural activation is dictated by activation functions
such as ReLU or sigmoid. These networks are
trained for tasks like pattern recognition and
classification using supervised learning. But
overfitting can happen, requiring sophisticated
methods to get better results.

5.8 XG Boost

Extreme Gradient Boosting, or XGBoost, is a
potent machine learning technique for predictive
modeling that works particularly well with
structured data. It develops an ensemble of
decision trees in a stepwise manner while learning
from its past errors. Robust handling of missing

data and regularization to prevent overfitting are
noteworthy characteristics. XGBoost is a popular
tool used in many different areas, such as online
advertising and finance, to improve the
interpretability of models by providing insights
about feature relevance. Data scientists like it
because of its scalability, high accuracy, and
automatic handling of missing variables.

5.9 Perceptron

An essential component of artificial neural
networks, a perceptron generates a binary output
by combining weighted input signals and using a
step function to emulate biological neurons.
Perceptrons learn to minimize output disparities by
adjusting weights. Despite their individual
limitations to linearly separable functions, they
serve as the foundation for intricate neural network
architectures, which enable powerful machine
learning models for tasks such as natural language
processing and picture recognition.

5.10 Adaboost

Adaptive boosting, or AdaBoost, is a machine
learning method for classification. It uses an
iterative training method for weak learners,
weighting training samples according to how well
they classify. Prioritizing incorrectly classified
instances helps the model perform better over time.
All learners' predictions are combined and
weighted in the final classification. AdaBoost is
well-liked in computer vision, biology, and finance
because of its proficiency in handling complicated
datasets.

5.11 Ensemble Methods

In machine learning, ensemble approaches
integrate predictions from various models to
enhance overall performance and robustness.
Ensemble approaches yield forecasts that are
more accurate and dependable by utilizing the
advantages of various models while minimizing
their drawbacks. Boosting (AdaBoost, XGBoost),
bagging (Random Forest, etc.), and stacking
(combining predictions from several models) are
common approaches. To increase generalization,
decrease overfitting, and improve predictive
performance on a variety of datasets, ensemble
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methods are frequently employed in machine
learning tasks.

6. DETAILS OF DATABASE OR DATASETS
6. 1 Lung Cancer Dataset

The patient's possible symptoms are listed in the
"LungCancerDB" database.

Table 1: Details of Lung Cancer Dataset

6.2 Diabetes Dataset

The patient's possible symptoms are listed in the
"DiabetesDB" database.

Symptoms Description
Polyuria Excessive urination

symptoms present or
absent.

Polydipsia Excessive thirst symptoms
present or absent.

Sudden_Weight_Loss Sudden weight loss
symptoms present or
absent.

Weakness General weakness
symptoms present or
absent.

Polyphagia Excessive hunger
symptoms present or
absent.

Genital_Thrush Genital thrush symptoms
present or absent.

Visual_Blurring Visual blurring symptoms
present or absent.

Itching Skin itching symptoms
present or absent.

Irritability Irritability symptom
present or absent.

Delayed_Healing Delayed wound healing
symptoms present or
absent.

Partial_Paresis Partial paralysis
symptoms present or
absent.

Muscle_Stiffness Muscle stiffness symptom
present or absent.

Alopecia Hair loss (alopecia)
symptoms present or
absent.

Obesity Obesity symptoms
present or absent.

Table 2: Details of Diabetes Dataset

6.3 Heart Disease Dataset

The "HeartDiseaseDB" database contains detailed
patient information pertinent to heart disease.
Attributes such as "Alcohol Drinking," "Asthma,"
"Stroke," "Physical Activity," "Physical Health,"
"Difficult Walking," "Smoking," "Skin Problems",
"Race," "Diabetic," "General Health," "Mental
Health," "Sleep Time," and "Sex" are included. This
data provides insights into patients' lifestyles,
medical history and health conditions relevant to
heart disease. It serves as a valuable resource for

Attributes Description
Smoking Smoking (1) or not Smoking

(0).

Yellow_Fingers yellow fingers (1) or not (0).

Anxiety Anxiety symptoms (1) or not
(0).

Peer_Pressure peer pressure (1) or not (0).

Chronic_Disease chronic disease (1) or not (0).

Fatigue fatigue means lack of energy
and motivation (1) or not (0).

Allergy Allergies (1) or not (0).

Wheezing wheezing means making a
high sound (1) or not (0).

Alcohol_Consuming Consumes alcohol (1) or not
(0).

Coughing coughing (1) or not (0).

Shortness_of_Breath Shortness of breath (1) or not
(0).

Swallowing_Difficulty Swallowing difficulty (1) or not
(0).

Chest_Pain Chest pain (1) or not (0).
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research and healthcare management, aiding in
the analysis of correlations, risk factors, and
treatment outcomes in heart disease.

6.4 Allergy and FLU

6.4.1 AllergyDB:
The patient's possible symptoms are listed in the
"AllergyDB" database.

Symptom Description
Cough Air expulsion due to lung irritation or

infection.
Muscle Aches Muscle pain or discomfort.
Tiredness Fatigue or lack of energy.
Sore Throat Throat pain or irritation.
Runny Nose Excessive nasal mucus discharge.
Stuffy nose Nasal congestion, difficult breathing.
Fever Elevated body temperature, immune

response.
Nausea Stomach discomfort, urge to vomit.
Vomiting Forceful stomach content expulsion.
Diarrhea Frequent loose bowel movements.
Shortness of
breath

Difficulty breathing due to airflow
restriction.

Difficulty Breathing Struggle to breathe.
Loss of Taste Reduced flavor detection ability.
Loss of Smell Reduced odor detection ability.
Itchy Nose Nose discomfort prompting scratching.
Itchy Eyes Eye irritation prompting rubbing.
Itchy Mouth Mouth or throat itching or irritation.
Itchy Inner Ear Inner ear itching or discomfort.
Sneezing Forceful air expulsion through nose

and mouth.
Pink Eye Eye conjunctiva inflammation causing

redness, itching, discharge.

Table 4: Details of Allergy and FLU Dataset

6.5 Tuberculosis Dataset

The "XRayImagesDB" is a comprehensive
database of labeled X-ray images for tuberculosis
(TB) analysis. It focuses on efficient storage and
retrieval of TB-related patterns in lung X-rays,
employing advanced image processing techniques.
Convolutional neural networks (CNNs), a subset of
deep learning, are used by the database to extract
features and precisely identify tuberculosis. The

images undergo preprocessing, normalization, and
enhancement for consistency and quality. With 700
publicly accessible TB images and 3500 normal
images, the database serves as a reliable platform
for research and innovation in TB diagnosis and
management using medical imaging technology.

Figure 3: TB X-Ray

6.6 Pneumonia Dataset

Pneumonia is a common lung infection
characterized by inflammation in the air sacs of the
lungs. It can be caused by bacteria, viruses, or
fungi and presents with symptoms like cough,
fever, difficulty breathing, and chest pain. Prompt
diagnosis through methods like chest X-rays is
crucial for effective treatment, which typically
involves antibiotics for bacterial cases and
supportive care. Complications can occur,
especially in vulnerable populations like the elderly
or those with weakened immune systems.

Figure 4: Pneumonia X- rays
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6.7 Malaria Dataset

By way of mosquito bites, the Plasmodium parasite
spreads the infectious disease malaria, which is
quite common. Headache, body aches, chills, and
fever are some of the symptoms. A timely
diagnosis via blood tests is crucial. Treatment
involves antimalarial drugs tailored to the type and
severity of the infection. Complications are
common, especially in vulnerable groups like
children and pregnant women. Prevention
strategies include bed nets and insecticides.

Figure 5: Malaria Cell

7. IMPLEMENTATION AND RESULTS

7.1 Performance of Algorithms on Training data:

7.1.1 Lung Cancer

Algorithm Used Accuracy(%)
Decision Tree 86.08
KNN 89.01
Logistic Regression 90.63
NaIve Bayes 89.64
Random Forest 87.72
SVM 90.30

Table 5: Accuracy of each algorithm for lung
cancer training Data

To predict lung cancer, a number of algorithms
were combined, including decision trees, SVM,
random forest, KNN, naive bayes, and logistic
regression. SVM and logistic regression produced
the best accuracy among these, at 90.63% and
90.30%, respectively. These predictions were
based on symptoms data, which includes factors

such as cough, shortness of breath, and fatigue,
among others.

7.1.2 Diabetes

Algorithm Used Accuracy(%)
Decision Tree 92.92
KNN 89.87
Logistic Regression 82.97
NaIve Bayes 86.59
Random Forest 94.07
SVM 91.77
Table 6: Accuracy of each algorithm for Diabetes

training Data

Different algorithms, such as decision trees, SVM,
random forest, KNN, naive bayes, and logistic
regression, were ensembled to predict diabetes.
Random Forest achieved the highest accuracy, or
prediction, of 94.07%. The predictions were made
based on symptom data, including factors like
blood glucose levels, family history, and lifestyle
habits.

7.1.3 Heart Disease

Algorithm Used Accuracy(%)
Adaboost 87.25
Gradient Boosting 87.50
Perceptron 81.75

Table 7: Accuracy of each algorithm for Heart
Disease training Data

Ensemble methods like adaboost and gradient
boosting were utilized to predict heart disease.
Gradient boosting achieved an accuracy of 87.50%.
The predictions were based on symptom data,
such as chest pain, palpitations, and shortness of
breath, as well as risk factors like high blood
pressure and cholesterol levels.

7.1.4 Allergy

Algorithm Used Accuracy(%)
Adaboost 95.36
Gradient Boosting 98.94
Perceptron 100

Table 8: Accuracy of each algorithm for Allergy
training Data
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Adaboost and gradient boosting were employed to
predict allergies. Perceptron achieved an accuracy
of 100%. The predictions were based on
symptoms data, including symptoms like sneezing,
itching, and nasal congestion, as well as personal
and family medical history.

7.1.5 FLU

Algorithm Used Accuracy(%)
Adaboost 91.46
Gradient Boosting 95.27
Perceptron 89.78

Table 9: Accuracy of each algorithm for FLU
training Data

Adaboost and gradient boosting were used for flu
prediction. Gradient boosting achieved an
accuracy of 95.27%. The predictions were based
on symptoms data, such as fever, cough, sore
throat, and body aches, as well as factors like
vaccination status and exposure to infected
individuals.

7.1.6 Tuberculosis

Algorithm Used Accuracy(%)
CNN 91.71
Random Forest 75.53
Extreme Gradient
Boosting

75.77

Table 10: Accuracy of each algorithm for
Tuberculosis training Data

Ensemble methods like CNN, Random Forest, and
Extreme Gradient Boosting were employed for
tuberculosis prediction. CNN achieved the highest
accuracy of 91.71%. The predictions were made
based on image data obtained from chest X-rays
or CT scans, which allow for the detection of
characteristic signs of tuberculosis infection in the
lungs.

7.1.7 Pneumonia

Algorithm Used Accuracy(%)
CNN 80.77
Random Forest 72.45
Extreme Gradient
Boosting

72.96

Table 11: Accuracy of each algorithm for
Pneumonia training Data

CNN, Random Forest, and Extreme Gradient
Boosting were utilized for pneumonia prediction.
CNN had the best accuracy rate, with 80.77%. The
forecasts were based on picture data from CT
scans or chest X-rays, which allow anomalies like
consolidations or infiltrates in the lung tissue that
are suggestive of pneumonia to be identified.

7.1.8 Malaria

Algorithm Used Accuracy(%)
Random Forest 57.53
Extreme Gradient
Boosting

59.72

Table 12: Accuracy of each algorithm for Malaria
training Data

Random Forest, and Extreme Gradient Boosting
were utilized for malaria prediction. Extreme
Gradient Boosting had the best accuracy rate of
59.72%. The predictions were based on picture
data from the Malaria image cell dataset.

7.2 GUI Results:

Figure 6: Frontend

Built a user-friendly interface for gathering
information on symptoms of many illnesses,
including the flu, diabetes, allergies, lung cancer,
and heart disease. forms that are specific to the
signs and diagnostic standards of each disease.
features an area where medical imagery for
conditions like pneumonia and tuberculosis can be
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uploaded. seeks to increase the accuracy of
disease prediction while streamlining data
collection.

Figure 7: Result

To predict diseases, use an ensemble method with
a voting mechanism. The voting mechanism
aggregates forecasts from several models and
shows the degree of agreement between them. By
utilizing agreement across several models, this
guarantees accurate forecasts and boosts trust in
our prediction method.

8. CONCLUSION

The accuracy and resilience of disease prediction
models can be increased by using ensemble
techniques like Random Forest, Gradient Boosting,
and Bagging, as this experiment shows. Their
efficiency and scalability make them promising for
broad use in healthcare, improving patient
outcomes and budget allocation. However, more
validation and improvement are needed for clinical
application to be successful. Global advancement
of predictive analytics for tailored interventions in
healthcare depends on sustained research and
cooperation.

9. REFERENCES

[1] Palle Pramod Reddy & Dr.Shivi Sharma ,”Disease
Prediction Using Machine Learning” , IJCRT | Volume 9,
Issue 5 May 2021 | ISSN: 2320-2882

[2] K. Gaurav, A. Kumar, P. Singh, A. Kumari, M. Kasar*,
T. Suryawanshi, “Human Disease Prediction using
Machine Learning Techniques and Real-life Parameters”,
IJE TRANSACTIONS Vol. 36 No. 06, (June 2023) 1092-
1098

[3] Dr C K Gomathy, Mr. A. Rohith Naidu, “THE
PREDICTION OF DISEASE USING MACHINE

LEARNING” IJSREM ,Volume: 05 Issue: 10 | Oct - 2021
ISSN: 2582-3930

[4] Nikhila PG Student ,”Chronic Kidney Disease
Prediction using Machine Learning Ensemble
Algorithm” ,2021 IEEE | DOI:
10.1109/ICCCIS51004.2021.9397144

[5] Syed Saba Raoof & M A. Jabbar , “Lung Cancer
Prediction using Machine Learning: A Comprehensive
Approach”, IEEE Xplore Part Number: CFP20K58-ART;
ISBN: 978-1-7281-4167-1

[6] Dhiraj Dahiwade, 2 Prof. Gajanan Patle, 2 Prof. Ektaa
Meshram, “Designing Disease Prediction Model Using
Machine Learning Approach” IEEE Xplore Part Number:
CFP19K25-ART; ISBN: 978-1-5386-7808-4

[7] Rahma Atallah & Amjed Al-Mousa , “Heart Disease
Detection Using Machine Learning Majority Voting
Ensemble Method”, email : r_rahma@hotmail.com,
, 2019 IEEE ISBN: 978-1-7281-2882-5

[8] Radhika P R & Rakhi.A.S.Nair, “ A Comparative
Study of Lung Cancer Detection using Machine Learning
Algorithms ”, 2018 IEEE ; ISBN : 978-1-5386-1507-2

[9] Sneha Grampurohit & Chetan Sagarnal , “Disease
Prediction using Machine Learning Algorithms “ , 2020
IEEE ; ISBN : 978-1-7281-6221-8

[10] Kezban Alpan & Galip Sava Igi , “Classification of
Diabetes Dataset with Data Mining Techniques by Using
WEKA Approach” , 2020 IEEE ; ISBN :978-1-7281-9090-
7

Journal of Engineering and Technology Management 72 (2024)

Page No: 754

about:blank

	3. PROBLEM STATEMENT 
	3.1 Objectives

	4. PROPOSED SYSTEM 
	4.1 Analysis 
	4.2 Design Details
	a. The user is initially presented with the fronte
	b. Infectious diseases include tuberculosis, malar
	c. Based on the input given by the user, it is det
	d. If the diagnosis is to be done through an image
	e. Otherwise, if the diagnosis is to be done throu
	f. All the models are trained with the dataset pro

	4.3 Detailed Design 

	5. METHODOLOGY
	5.1 Data Collection

	6.  DETAILS OF DATABASE OR DATASETS
	7. IMPLEMENTATION AND RESULTS 
	8. CONCLUSION
	9. REFERENCES 

