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ABSTRACT: 

 

The Ensemble Learning-based Malware Detection (EL-MD) algorithm integrates multiple 

classifiers, which enhances accuracy, resilience, and robustness when dealing with imbalanced 

datasets. This advancement broadens the scope of possibilities through ensemble techniques by 

incorporating feature selection and around-scaled detection systems to combat future-generation 

malware variants. This contribution significantly improves reliability and efficiency in malware 

detection by addressing issues such as false positives and computational inefficiencies. An ensemble 

learning approach was executed through the voting of KNN and Naïve Bayes models. We employed 

both hard and soft voting schemes. The ensemble model achieved an accuracy of 97% and 

demonstrated high robustness, with a macro F1 score rising to 0.91, while class consistency was also 

enhanced. This approach proved particularly effective in managing occasional errors and optimizing 

precision and recall for unbalanced datasets. 
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1.INTRODUCTION 

 

Malware stands at the forefront of the cybersecurity challenges that have arisen alongside the digital 

era, which has introduced unprecedented levels of connectivity and convenience. A wide-ranging 

category of software designed to inflict harm or exploit any programmable device, service, or 

network is known as malware. In the ever-evolving landscape of cyber threats, malware remains a 

significant hurdle faced by cybersecurity professionals. To safeguard digital infrastructure, 
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comprehensive detection systems are essential due to the rapid proliferation of malware variants. 

Traditional methods that rely on signatures, while effective in recognizing established threats, often 

fall short in detecting new, unidentified, or polymorphic malware. Cybercriminals continuously 

create new malware variants, taking advantage of software and system vulnerabilities at an alarming 

pace. This constantly shifting and dynamic threat landscape demands sophisticated, flexible, and 

robust defense strategies. Traditional approaches to malware detection have largely relied on 

heuristic and signature-based techniques. While signature-based methods are effective in identifying 

known threats, they struggle to detect new or variant malware since they depend on existing 

databases of recognized malware signatures. Although heuristic methods, which utilize behavior or 

attribute-based techniques to detect malware, offer some protection against unknown threats, they 

are prone to high rates of false positives. These limitations highlight the necessity for more advanced 

and adaptable detection strategies that can effectively address the complexities of modern malware. 

Machine learning (ML) offers the ability to recognize existing malware by identifying patterns and 

anomalies within datasets. 

 

ML Models have become essential in addressing the limitations of traditional malware detection 

methods. Unlike the signature-based approach, which depends on established patterns, ML-based 

detection systems utilize a vast database of records to identify intricate patterns and anomalies that 

may indicate malicious activity. Techniques such as KNN and Naïve Bayes can classify based on 

features including API Calls, permissions, or even behavioral traits. Ensemble methods, like 

Random Forest and Gradient Boosting, enhance detection accuracy and generalization by integrating 

multiple classifiers to mitigate biases. Concurrently, CNNs identify malware through image 

representations of binaries, while RNNs are utilized to analyze logs and network traffic data for 

anomalies. By employing machine learning, contemporary malware detection systems offer adaptive 

and scalable solutions to address new and obfuscated threats. This transition from traditional 

detection methods to AI-driven, data-centric approaches is crucial for effectively managing the 

evolving and dynamic threat landscape. 
 
 
2. LITERATURE REVIEW: 

 

This section delves into research studies that utilize both traditional and advanced machine 

learning models for the detection of malware, such as KNN, Naïve Bayes, and Random 

Forest. The reviews extensively discuss improvements in accuracy, feature selection, and the 
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dependency on datasets. Ahmed et al. [1] proposed a unique method for detecting malware by 

combining texture feature extraction techniques (SFTA, LBP, Gabor) with classifiers (KNN, 

SVM, RF). The combination of KNN with SFTA and Gabor showed significant accuracy 

improvements when tested on the MaleVis and Malimg datasets. This technique enhances model 

performance by addressing malware detection through feature extraction, leading to reliable 

detection results from efficient texture-based feature extraction. However, a limitation is the 

need for manual intervention, which requires human engagement. To further improve the 

method, the authors recommend future research to focus on data-balancing strategies and the 

integration of deep learning models. Although the method is effective, automation and 

scalability remain significant challenges. Umar et al. [2] introduced a behaviorally-driven 

malware detection technique based on machine learning, utilizing KNN and Random 

Forest. This method outperforms conventional approaches with high accuracy rates of 96.77% 

and 98.19% for KNN and Random Forest, respectively. The approach was tested on a dataset 

consisting of 3,540 malicious and 6,999 benign files, demonstrating good predictive 

performance. Its primary benefit lies in its ability to precisely identify malware by analyzing 

behavioral patterns. However, a limitation is the reliance on feature scaling and the specific 

dataset used. Future research could explore alternative machine learning strategies to enhance 

detection performance. Despite scalability and data dependency issues, the method offers good 

accuracy overall. Islam et al. [3] presented a weighted voting ensemble model for classifying 

Android malware based on dynamic features. Tested on the CCCS-CIC-AndMal-2020 dataset, 

the model outperformed recent research with an accuracy of 95.0%. One advantage of the 

approach is its improved accuracy achieved through simplifying the dataset using feature 

reduction techniques like Principal Component Analysis and outlier handling. However, a 

significant drawback is the intensive feature engineering required by the model. The success of 

the model depends on meticulous feature selection and data preparation, which can be time-

consuming. To validate the method's broader applicability and enhance its robustness, the 

authors plan to apply it to new datasets in future work. Although the strategy performs well 

overall, rigorous data preprocessing and engineering are essential to maximize outcomes. 

 

Mahindru and Sangal [4] developed a framework for detecting Android smartphone malware, 

which utilizes three ensemble techniques and five machine learning algorithms. The suggested 

framework focuses on feature selection to enhance detection accuracy and was evaluated on a 

total of 67,538 malware apps and 1,94,659 benign apps. The Nonlinear Ensemble Decision Tree 

Forest (NDTF) technique within the framework achieved an impressive 98.8% detection 
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rate. Findings indicated that selected features resulted in higher accuracy and fewer 

misclassifications compared to using all extracted features, outperforming traditional anti-virus 

scanners and other methods. Future research may explore expanding the model to determine the 

number of permissions required to identify malicious or benign apps, while acknowledging the 

limitation of binary categorization of programs. Raniyah [5] addressed the challenge of 

identifying subtle variations of cyberattacks by introducing a semi-supervised machine learning 

approach for intrusion detection systems (IDSs). The suggested approach improved performance 

through the utilization of fivefold cross-validation and k-nearest neighbor (KNN) 

hyperparameter adjustment. By classifying unlabeled data using the statistical information of its 

k-nearest neighbors, the method increased detection rates and decreased false alarms when tested 

on the NSL-KDD dataset, outperforming conventional KNN-based IDS. While exhibiting 

improved accuracy, the method faces challenges in real-time attack detection and managing 

varying dataset sizes, prompting future research to focus on incorporating more features and 

structures for enhanced real-time detection and identification of novel attack types. Swarna Priya 

et al. [6] presented a Deep Neural Network (DNN) classifier for intrusion detection in the 

Internet of Medical Things (IoMT) environment, utilizing a hybrid PCA-GWO architecture. The 

integration of Principal Component Analysis (PCA) and Grey Wolf Optimization (GWO) in the 

suggested approach reduced dimensionality and selected significant features, leading to a 15% 

increase in accuracy and a 32% decrease in time complexity for healthcare systems. Experiments 

using several machine learning classifiers on a benchmark dataset demonstrated better 

performance and highlighted the potential for future research to expand the method to handle 

multi-class problems and optimize it for dynamic IoMT contexts. Prabhat Kumar et al. [7] 

proposed a unique distributed intrusion detection system (IDS) for enhancing the security of IoT 

networks using fog computing. The system utilizes a combination of Gaussian Naive Bayes, 

XGBoost, and k-nearest neighbors as separate classifiers, with a Random Forest for final 

classification, and achieved up to 99.99% detection rates when tested on the UNSW-NB15 and 

DS2OS datasets. While the approach effectively addresses the drawbacks of centralized IDS by 

distributing processing among fog nodes, it is limited to specific attack types, despite achieving 

low false alarm rates and high detection accuracy. Future research aims to enhance security 

parameter verification in IoT systems and incorporate deep learning approaches. 
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3.RESEARCH METHODOLOGY: 

 

In this study, some of the notable ensemble techniques applied are Random Forest, Gradient 

Boosting, and Voting Classifiers. Each of these techniques follows a different approach to 

aggregating models. In Random Forest, multiple decision trees are trained on different bootstrap 

samples of the dataset, and the final output is derived from averaging the output of individual 

trees (or voting in classification). To increase the variation between the trees, random feature 

selection is applied during tree construction. On the other hand, Gradient Boosting constructs its 

ensemble in a stage-wise fashion, emphasizing the correction of failures from previous 

models. It progressively introduces and weights models based on their predictions, leading to an 

aggregate strong model that minimizes the desired loss function. 

Another practical way is applying ensemble learning using voting mechanisms to combine the 

prediction information from multiple heterogeneous classifiers, like KNN, Naïve Bayes, and 

decision trees. With hard voting, a class label is predicted based on the majority vote on all the 

combined outputs of classifiers. Essentially, if ℎ�(�), ℎ�(�), . . . , ℎ�(�) are the predictions from � 

classifiers, the ensemble prediction �(�) is defined as: 

�(�) = ��� max
�

∑ �(ℎ�(�) = �)�
���                              (3.9) 

Where � is the indicator function, and is the set of all known classes. With soft voting, a model gives 

a probability of belonging to a certain class, and the model with the highest average probability for 

each class is selected: 

�(�) = ��� max
�

∑ ��(� ∣ �)�
���                        (3.10) 

Where ��(� ∣ �) is the probability that classifier ℎ� assigns to class �. 

Ensemble learning's resilience to dataset abnormalities, such as imbalance, noise, and overlapping 

class distributions, is its main advantage when it comes to malware detection tasks. 

Certain classifiers, for instance, might perform poorly for minority classes but quite well for  

majority classes.To counteract this bias and produce more reliable forecasts for the variety of 

malware types, models with varying strengths might be combined. 

Additionally, ensemble approaches can handle the complexity of the more potent models (Random

 Forest and GradientBoosting) and "leak" the strength of the weaker ones (Naive Bayes).
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Figure 1: Ensemble Learning Architecture Combining Classifier Outputs via Hard or Soft Voting 

for Final Prediction 

The basic framework of an ensemble learning model, which combines the predictions of several  

base classifiers to generate a final prediction, is depicted in Figure 3.5. 

Classifier 1 (KNN), Classifier 2 (Naive Bayes), and Classifier 3 (Decision Tree) are the 

three source classifiers at the top level of the diagram. Each classifier represents an algorithm class

 of classifiers. 

These models generate predictions on a particular input after being fitted independently on  

the same feature space. 

 

 

Aspect Configuration / Description 

Ensemble Type Voting-based ensemble using Voting Classifier from Scikit-learn 

Base Classifiers K-Nearest Neighbours (KNN), Naïve Bayes (Gaussian / Multinomial 

variants) 

Voting Methods Hard Voting (majority class), Soft Voting (average probability) 

Probability Estimates Enabled via predict_proba() in both KNN and Naïve Bayes 

Hyperparameter 

Settings 

Base classifiers are configured with optimized parameters from prior 

sections. 

Weighting Scheme Uniform weights assigned to all classifiers (future work may include 

accuracy-weighted voting) 

Cross-Validation 10-fold cross-validation applied separately to both voting modes 

Ensemble Output Final class label selected based on majority vote (hard) or highest 

probability average (soft) 
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Integration Ensemble applied after hybrid feature selection on reduced-dimensional 

input. 

Reproducibility Ensemble is defined in a modular code block with a fixed random seed for 

consistent trial evaluation. 

 

I used the trained KNN and Naïve Bayes models to instantiate the VotingClassifier in the  

implementation, and depending on how it operated, I set the voting parameter to "hard" or “soft”. 

For the voting, the base classifiers were not given any additional weight.However, future research 

could explore the idea of adopting weighted voting schemes, where classifiers contribute to the 

 remaining validation accuracies.The baseline scores and all ensemble outcomes were stored for  

future comparisons and performance increase analysis. 

Compared to the individual classifiers, the ensemble modeling approach produced higher 

 overall accuracy, precision, and F1-score. 

Additionally, it showed greater stability (i.e., less variance) between folds, particularly when soft  

voting was used. 

This validated the model combination in the malware detection challenge; a complementary  

approach can be used to learn heterogeneous behavior in malware classes. 

Other researchers were able to replicate the ensemble configuration and use it with different 

 classifiers or datasets thanks to the modularized source code.  

 

4. RESULTS AND DISCUSSION: 

 

 Table 4.1: Ensemble Classifier Performance Using Optimized Features (Voting – KNN + Naïve 

Bayes) 

Class Precision Recall F1-Score Support 

Class 0 0.97 0.98 0.98 900 

Class 1 0.86 0.82 0.84 100 

Accuracy – – 0.97 1000 

Macro Average 0.91 0.90 0.91 – 

Weighted Average 0.97 0.97 0.97 – 

 

Table 4.1 shows the classifier statistics of the ensembled model formed by the KNN and NBC using 

a voting scheme. The model's performance is demonstrated using the GA-optimized feature set, and 

Journal of Engineering and Technology Management 77 (2025)

PAGE NO: 91



the results are reported for both types of malware over the main performance measures: precision, 

recall and F1 score 

 

 

The classification accuracy of the ensemble model, which combines KNN and Naïve Bayes classif

iers via voting with the aid of a GAoptimized feature set, is graphically described in Figure 4.1. 

In order to compare the behavior of the ensemble model with respect to both classes, the graph  

displays the class-wise precision-recall-f1 score for Class 0 and Class 1.  

 

In Class 0, the model's precision, recall, and F1score were all consistently high at 0.97, 0.98and 0.

98respectively.The model's ability to identify and classify the majority class with minimal error is 

further supported by these findings.More significantly, Class 1 performs better as the ensemble 

 approach attains 0.86 precision, 0.82 recall, and 0.84 F1-score.  

 

Our ensemble can use the complimentary strength among members, as evidenced by the notable  

improvement in minority class malware recognition between the baseline and single  

models. 
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6. CONCLUSION:  

 

The combination of KNN and Naïve Bayes also demonstrated a strong outcome, as did Ensemble, 

which combined the predictions of KNN and Naïve Bayes via voting. The ensemble's balanced 

 accuracy at the macro level was 97%, allowing for a sensible tradeoff between robustness and  

precision.It is robust in managing noisy and unclear samples and effectively corrects errors related 

to minority class identification. 
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