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Abstract  

Complex systems with memory and hereditary properties are modeled with fractional 

differential equations (FDEs) in the fields of physics, engineering, and biology. In this study, we 

propose an efficient framework for the solution of time and space fractional FDEs using 

transform-based methods. For space fractional problems, we use the Fourier transform to 

provide a spectral representation that maintains the computational efficiency even in high 

dimensional settings. High accuracy (relative errors < 1%) and fast convergence for nonlinear 

systems are demonstrated by numerical validation. The Fourier-based approach is effective for 

space fractional diffusion equations and the methods are scalable and applicable to a variety of 

applications such as viscoelasticity and anomalous diffusion. The solution presented here is 

robust and computationally efficient for FDEs, advances the numerical modeling of complex 

systems, and enables precise and scalable solutions to real-world problems. Extensions to multi-

term FDEs and coupled systems are future work. 

Keywords: Fractional differential equations, transform methods, Laplace transform, Fourier 

transform, numerical solutions, nonlinear systems. 

1. Introduction 

Fractional differential equations (FDEs) have become powerful tools for modeling complex 

systems with memory and hereditary properties [1, 2], which arise in many fields including 

physics, engineering, biology, and finance. In contrast to the classical differential equations, 

FDEs generalize the notion of the differentiation and integration of noninteger orders to provide 

a more appropriate framework for anomalous diffusion, viscoelasticity, etc [3,4]. Unfortunately, 

fractional operators are nonlocal and thus pose major analytical and numerical challenges, 

especially in terms of computational complexity and solution accuracy. 

Finite difference methods, finite element methods, and transform-based approaches [5, 6] have 

been proposed to solve FDEs. In particular, transform methods, namely, the Laplace and Fourier 

Journal of Engineering and Technology Management 74 (2024)

PAGE N0: 1113

user
Textbox

user
Textbox



transforms can be made particularly attractive since fractional operators are reduced in the 

transform domain to algebraic expressions [7]. These methods reduce the problem to a more 

manageable level while keeping the important features of the fractional dynamics, and are thus 

applicable to a broad spectrum of applications. 

In this paper, we aim to develop efficient methods for solving time fractional as well as space 

fractional differential equations by transform techniques. The Laplace transform is used for 

simplifying fractional derivatives for time fractional equations and iterative schemes for 

nonlinear terms. The Fourier transform is used to deal with fractional spatial operators, 

especially for diffusion-type problems for space‐fractional equations. Numerical examples are 

used to validate the methods and show their accuracy, efficiency, and applicability to linear and 

nonlinear. 

Review relevant literature on solving FDEs and identify the limitations of existing approaches. 

In Section 3, the mathematical preliminaries are introduced, including definitions of fractional 

derivatives and key properties of transform methods. In Section 4, we detail the proposed 

solution techniques for linear and nonlinear FDEs, and in Section 5 we provide numerical 

validation. Results are discussed in section 6, emphasizing the strengths and possible limitations 

of the methods.  

2. Mathematical Preliminaries 

In this section, the essential mathematical framework for solving fractional differential equations 

(FDEs) with transform methods is introduced. A solid foundation of rigorous definitions, 

properties, and theorems is presented. 

2.1 Fractional Derivatives 

2.1.1 (Riemann-Liouville Fractional Derivative) 

Assume we give ourselves a function f(t) on domain 0 < t <∞, with sufficient smoothness. The 

fractional derivative of order α > 0 by means of the Riemann-Liouville sense can be obtained by 

this function. The fractional calculus is the continuation of the traditional ideas about 

differentiation and integration with the aid of non-integer values, the most fundamental concept 

of which is this derivative. 
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𝐷௧
ఈ𝑓(𝑡) =

1

𝛤(𝑛 − 𝛼)

𝑑

𝑑𝑡
න

௧



  (𝑡 − 𝜏)ିఈିଵ𝑓(𝜏)𝑑𝜏, 𝑛 = ⌈𝛼⌉. 

This derivative is fundamental in fractional calculus and has broad applications in solving FDEs 

[1][2][8]. 

2.1.2 (Caputo Fractional Derivation 

𝐷௧
ఈ𝑓(𝑡) =

1

𝛤(𝑛 − 𝛼)
න

௧



  (𝑡 − 𝜏)ିఈିଵ𝑓()(𝜏)𝑑𝜏, 𝑛 = ⌈𝛼⌉. 

The Caputo derivative is particularly advantageous for initial value problems where traditional 

initial conditions are applied directly [2][6][7]. 

Theorem 2.1.3 (Equivalence of Fractional Operators) 

Let 𝑓(𝑡) be 𝑛-times differentiable.  

𝐷௧
ఈ𝑓(𝑡) = 𝐷௧

ఈ𝑓(𝑡) − 

ିଵ

ୀ

 
𝑓()(0)

𝛤(𝑘 − 𝛼 + 1)
𝑡ିఈ 

This relationship underpins many practical applications and theoretical studies of fractional 

derivatives [3][7]. 

2.2 Transform Methods 

Theorem 2.2.1 (Laplace Transform of Fractional Derivatives): 

𝐿{ 𝐷௧
ఈ𝑓(𝑡)} = 𝑠ఈ𝐹(𝑠) − 

ିଵ

ୀ

  𝑠ఈିିଵ𝑓()(0),    Where 𝐹(𝑠) = 𝐿{𝑓(𝑡)}. 

This result is central to solving FDEs in the Laplace domain [1][3]. 

Let f(t) be a function defined for t≥0and let α>0 denote the order of the fractional derivative. 
Assume that: 

1. f(t) is setwise regular on [0, ∞), 

2. ∣f(t)∣≤Mect for some constants M>0and c≥0(i.e., f(t)is of exponential order), 

3. f(t) and its derivatives up to order n−1 (n=⌈α⌉) are continuous and integrable on [0,∞). 

 Laplace transform of the Caputo fractional derivative 𝐷௧
ఈ𝑓(𝑡) is given by: 
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ℒ {𝐷௧
ఈ𝑓(𝑡)}(𝑠) =  𝑠ఈℒ{𝑓(𝑡)}(𝑆) −   𝑠ఈିିଵ𝑓 (0ା)

ିଵ

ୀ

 

Where: 

ℒ{𝑓(𝑡)}(s) =  න 𝑒ି௦   𝑓(𝑡) 𝑑𝑡  𝑖𝑠 𝑡ℎ𝑒 𝐿𝑎𝑝𝑙𝑎𝑐𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 𝑜𝑓 𝑓(𝑡)
ஶ



 

𝑓 (0ା ) 𝑖𝑠 𝑡ℎ𝑒 𝑘 − 𝑡ℎ 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑜𝑓 𝑓(𝑡) 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝑑 𝑎𝑡 𝑡 =  0ା 

𝑛 =  ⌈𝛼⌉ 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑜𝑟 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝛼, 

s is the Laplace transform variable ( typically complex with Re(s) > c). 

Example: Application of the Theorem 

Problem: 

Find the Laplace transform of the fractional derivative 𝐷௧
ఈ𝑒௧, where a>0 and α=½. 

Solution: 

1. Function and Initial Condition : 

 𝑓 (𝑡) =  𝑒௧ , 𝑎𝑛𝑑 𝑖𝑡𝑠 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑖𝑠 ∶ 

  𝑓 ′ (𝑡) =  𝑎𝑒௧ . 

The given function is                                                                                                                        

At t = 0, we have : 

𝑓(0ା) = 1    𝑓 ′ (0ା) = 𝑎. 

 

 

Laplace Transform of f(t): 

The Laplace transform of  f(t) =  𝑒௧ 𝑖𝑠 
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ℒ {𝑓 (𝑡)}(𝑠) =  
ଵ

௦ି
   , 𝑓𝑜𝑟 𝑠

 

 

Figure 1: Laplace transform of fractional derivative

The graph illustrates 𝐷௧
.ହ𝑒௧where               and the fractional order                  The x

represents the laplace variables s, and the y 

1. 

 

Theorem 2.2.2 (Fourier Transform of Fractional Derivatives)

 Riemann-Liouville fractional derivative 

Where 𝑓(𝜉) = 𝐹{𝑓(𝑥)}. 

> 𝑎 . ,  

 

Figure 1: Laplace transform of fractional derivative 

where               and the fractional order                  The x

epresents the laplace variables s, and the y - axis shows the magnitude of the transform Figure 

Theorem 2.2.2 (Fourier Transform of Fractional Derivatives) 

Liouville fractional derivative 𝐷௫
ఉ

𝑓(𝑥), the Fourier transform is:

𝐹ቄ𝐷௫
ఉ

𝑓(𝑥)ቅ = (𝑖𝜉)ఉ𝑓ˆ(𝜉) 

 

where               and the fractional order                  The x-axis 

axis shows the magnitude of the transform Figure 

, the Fourier transform is: 
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1.  𝑓(𝑥) 𝑎𝑛𝑑 𝑖𝑡𝑠 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑢𝑝𝑡𝑜

     integrable on (−∞, ∞), 𝑖. 𝑒

    ∫ |𝑓(𝑥)|
ஶ

ିஶ
 𝑑𝑥 < ∞ 𝑓𝑜𝑟 𝑘

2.  𝑓(𝑥)𝑎𝑛𝑑 𝑓()(𝑥) 𝑎𝑟𝑒 𝑠𝑢𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑙𝑦

3.  𝑓(𝑥) 𝑣𝑎𝑛𝑖𝑠ℎ𝑒𝑠 𝑎𝑠 |𝑥|  → ∞ 𝑎𝑡

The Fourier transform fractiona

fractional derivative is given by:

ℱ { 𝐷௫
ఈ 𝑓(𝑥)}(𝜔) = (𝑖𝜔

where: 

● ℱ { 𝑓(𝑥)} (𝜔) =  ∫
ஶ

ିஶ

● (𝑖𝑤)ఈ 𝑖𝑠 𝑖𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑒𝑑

𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑙𝑒 𝑏𝑟𝑎𝑛𝑐ℎ 𝑜𝑓 

 𝜔 𝑖𝑠 𝑡ℎ𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒

 

𝐹𝑜𝑟 𝑟𝑒𝑎𝑙 −  valued functions

ℱ { 𝐷௫ 
ఈ  𝑓(𝑥)} (𝜔) =  |

𝑤ℎ𝑒𝑟𝑒 𝑠𝑔𝑛(𝜔) 𝑖𝑠 𝑡ℎ𝑒

 𝑝ℎ𝑎𝑠𝑒 𝑠ℎ𝑖𝑓𝑡 𝑖𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑒𝑑

 

 

 

𝑢𝑝𝑡𝑜 𝑜𝑟𝑑𝑒𝑟 𝑛 − 1 (𝑛 = ⌈α⌉) are absolutely  

) 𝑒. න |𝑓 (𝑥)| 𝑑𝑥 <  ∞ 𝑎𝑛𝑑
ஶ

ିஶ

 

= 0,1,2, … 𝑛 − 1, 

𝑠𝑢𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑙𝑦 𝑠𝑚𝑜𝑜𝑡ℎ (𝑒. 𝑔. 𝑝𝑖𝑒𝑐𝑒𝑤𝑖𝑠𝑒 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠

𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙𝑙𝑦. 

 

transform fractional derivative𝐷௫
ఈ 𝑓(𝑥),  Riesz fractional derivative or the Caputo 

fractional derivative is given by: 

(𝑖𝜔)ఈℱ {𝑓(𝑥)} (𝜔), 

𝑓(𝑥) 𝑒ିఠ௫ 𝑑𝑥 𝑖𝑠 𝑡ℎ𝑒 𝑓𝑜𝑢𝑟𝑖𝑒𝑟 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 𝑜𝑓

𝑖𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑒𝑛𝑠𝑒 𝑜𝑓 𝑎 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑝𝑜𝑤𝑒𝑟, 𝑡𝑦𝑝𝑖𝑐𝑎𝑙𝑙𝑦

 𝑡ℎ𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑛 𝑡ℎ𝑒 𝐹𝑜𝑢𝑟𝑖𝑒𝑟 𝑑𝑜𝑚𝑎𝑖𝑛. 

functions, the result can also be expressed as

|𝜔|ఈ 𝑒 ௦(ఠ)గఈ
ଶൗ  ℱ {𝑓(𝑥)}(𝜔), 

𝑒 𝑠𝑖𝑔𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 𝑒 ௦(ఠ)గఈ

𝑖𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑜𝑟𝑑𝑒𝑟. 

 

𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠) 

Riesz fractional derivative or the Caputo 

𝑜𝑓 𝑓(𝑥), 

𝑡𝑦𝑝𝑖𝑐𝑎𝑙𝑙𝑦 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 

as ∶ 

)గఈ
ଶൗ  𝑎𝑐𝑐𝑜𝑢𝑛𝑡𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 
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Example: Application of the theorem 

Problem : 

Find the fourier transform of the fractional derivatives 𝐷௫
ଵ/ଶ

𝑒ି௫మ
 where a>0 

 

Solution: 

1. Function and Initial Condition : 

The given function is   𝑓(𝑥) =  𝑒ିఈ௫మ
,  a Gaussian function. We need to calculate the 

Fourier transform of f(x) first : 

ℱ { 𝑓(𝑥)} (𝜔) =  න 𝑓(𝑥) 𝑒ି  𝑑𝑥 .
ஶ

ିஶ

 

This is a standard Gaussian integral with a phase factor, and its result is : 

ℱ ൛ 𝑒ି ఈ௫మ
ൟ(𝜔) =  ට

𝜋

𝛼
 𝑒

షೢమ

రഀ  . 

2. Fourier Transform of the Fractional Derivative : 

 Using the formula for the Fourier Transform of the fractional derivative : 

ℱ ൜ 𝐷௫ 

ଵ
ଶൗ

 𝑓(𝑥)ൠ (𝜔) =  (𝑖𝜔)
ଵ

ଶൗ  ℱ {𝑓(𝑥)}(𝜔), 

We substitute ℱ ൛ 𝑒ି ఈ௫మ
ൟ(𝜔) =  ට

గ

ఈ
 𝑒

షೢమ

రഀ ∶ 

ℱ ൜ 𝐷௫ 

ଵ
ଶൗ

 𝑒ି௫మ
ൠ (𝜔) =  (𝑖𝜔)

ଵ
ଶൗ  ට

𝜋

𝛼
 𝑒

షೢమ

రഀ  . 

Here, (𝑖𝜔)
ଵ

ଶൗ  is the complex square root of iω, and it introduces a phase shift in the 

frequency domain. 
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3. Simplification and Final Result :

 The final result is : 

  

ℱ ൜ 𝐷௫ 

ଵ
ଶൗ

 𝑒ି௫మ
ൠ (𝜔) =

This theorem simplifies the computation of solutions for space

Figure 2 : Fourier transform magnitude and fourier transform phase

Fig1(A): Fourier Transform Magnitude        Fig 2(B): Fou

The graphs illustrate the Fourier transform of the fractional derivative 

In Magnitude Plot the left graph shows the magnitude of the Fourier transform 

demonstrates how the fractional derivati

shape reflects the real part's even nature in the Fourier transform in Figure 2(A). In Phase Plot 

the right graph presents the phase Arg(F), capturing the complex nature of the transform in 

Figure 2(B). The phase increases linearly with ξ, consistent with the fractional power 

 

3. Simplification and Final Result : 

( ) =  ට
𝜋

𝛼
(𝑖𝜔)

ଵ
ଶൗ   𝑒

షೢమ

రഀ  . 

This theorem simplifies the computation of solutions for space-fractional equations [4][8].

Figure 2 : Fourier transform magnitude and fourier transform phase 

Fig1(A): Fourier Transform Magnitude        Fig 2(B): Fourier Transform Phase

The graphs illustrate the Fourier transform of the fractional derivative 𝐷௫ 
ఈ  𝑓

In Magnitude Plot the left graph shows the magnitude of the Fourier transform 

demonstrates how the fractional derivative modifies the frequency components. The symmetric 

shape reflects the real part's even nature in the Fourier transform in Figure 2(A). In Phase Plot 

the right graph presents the phase Arg(F), capturing the complex nature of the transform in 

he phase increases linearly with ξ, consistent with the fractional power 

fractional equations [4][8]. 

 

 

rier Transform Phase 

𝑓(𝑥) for α= 0.5 : 

In Magnitude Plot the left graph shows the magnitude of the Fourier transform ∣F∣, which 

ve modifies the frequency components. The symmetric 

shape reflects the real part's even nature in the Fourier transform in Figure 2(A). In Phase Plot 

the right graph presents the phase Arg(F), capturing the complex nature of the transform in 

he phase increases linearly with ξ, consistent with the fractional power of  (𝑖𝜉)ఈ 
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2.3 Milttag – Leffler Function  

Definition 2.3.1 (Milttag- Leffler Function) 

The Mittag-Leffler function, 𝐸ఈ,ఉ(𝑧), is defined as: 

𝐸ఈ,ఉ(𝑧) =  
𝑧

Γ(𝛼𝑘 + 𝛽)

ஶ

ୀ

 , 𝛼 > 0, 𝛽 > 0, 𝑧 𝜖 𝐶. 

 

 

Theorem 2.3.2 (Asymptotic Behaviour): 

For large |𝑧| : 

𝐸ఈ,ఉ(𝑧) ∼
𝑧ଵିఉ

𝛤(𝛼)
, |𝑎𝑟𝑔 (𝑧)| < 𝜋 

property aids in the analysis of long-term behavior in fractional systems [2][6]. 

Consider a fractional differential equation of the form: 

𝐷௧
ఈ  𝑦(𝑡) +  𝑝(𝑡)𝑦(𝑡) = 𝑔(𝑡), 𝑡 > 0, 

where: 

 𝐷௧
ఈ denotes the Caputo fractional derivative of order α (0< α < 1 ), 

 p (t) is a continous function representing coefficients, 

 g (t) is a given forcing term. 

Assume: 

1. 𝑝 (𝑡) ~ 𝑐𝑡ఉ 𝑎𝑛𝑑 𝑔(𝑡)~ 𝑑𝑡ఊ  𝑎𝑠 𝑡 → ∞, c,d are constants and β, γ are real numbers. 

2. The initial conditions y(0), y’(0),….. are provided as required by the Caputo derivative. 

The asymptotic behaviour of the solution y(t) is characterized by : 

Journal of Engineering and Technology Management 74 (2024)

PAGE N0: 1121



𝑦(𝑡)~ 
𝑑

Γ (𝛾 − 𝛼 + 1)
 𝑡ఊିఈ, 𝑎𝑠 𝑡 → ∞, 

Provided γ-α > - 1  to ensure the validity of the fractional derivative definition. 

 

Example: Asymptotic Behavior Analysis 

      Problem: 

Analyze the asymptotic behavior of the solution fractional differential equation 

𝐷௧

ଵ
ଶൗ

 𝑦(𝑡) + 𝑡 𝑦(𝑡) = 𝑡ଶ,         𝑡 > 0 

Solution: 

1. Identify the Coefficients: 

Here, 𝛼 =  1
2ൗ  𝑝(𝑡) = 𝑡~𝑡ଵ, 𝑎𝑛𝑑 𝑔(𝑡) =  𝑡ଶ ~ 𝑡ఊ  𝑤𝑖𝑡ℎ 𝛾 = 2. 

2. Compare Orders of Growth: 

The asymptotic growth of 𝑔 (𝑡)~𝑡ଶ dominates, and the fractional term 𝐷௧

ଵ
ଶൗ

 𝑦(𝑡) decays 

at a slower rate compared to y(t) for large t. 

3. Apply the Asymptotic Formula: 

Using the formula for asymptotic behaviour, the leading-order term of y(t) as 𝑡~∞ is : 

𝑦(𝑡)~ 
𝑡ఊିఈ

Γ(𝛾 − 𝛼 + 1)
 , 

Where 𝛾 = 2 𝑎𝑛𝑑 𝛼 =  1
2ൗ  substituting these values : 

𝑦(𝑡)~ 
𝑡ଶିଵ

ଶൗ

Γ൫2 − 1
2ൗ + 1൯

 =   
𝑡

ଷ
ଶൗ

Γቀ5
2ൗ ቁ

 , 

4. Simplify the Gamma Function: 

Recall that Γ ቀ5
2ൗ ቁ =  3

2ൗ Γ൫3
2ൗ ൯  𝑎𝑛𝑑 Γ (3

2)ൗ =   
√గ

ଶ
. Therefore : 

Γ ቀ5
2ൗ ቁ =  

3

2
 .

√𝜋

2
 =   

3√𝜋

4
 . 

             Thus : 
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Result: 

Figure 3: Asymptotic behavior of fractional systems

The graph illustrates the asymptotic behaviour of the Milttag

|𝑧| becomes large. 

The curve demonstrates the decay rate and growth characteristics determined by the asymptotic 

formula in Figure 3. 

𝑦(𝑡)~ 
𝑡

ଷ
ଶൗ

ଷ√గ

ସ

 =   
4

3√𝜋
  𝑡

ଷ
ଶൗ  

 

Figure 3: Asymptotic behavior of fractional systems 

mptotic behaviour of the Milttag-Leffler function 

demonstrates the decay rate and growth characteristics determined by the asymptotic 

 

 

Leffler function 𝐸ఈ(𝑧)  𝛼 = 0.5 as 

demonstrates the decay rate and growth characteristics determined by the asymptotic 
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𝐸ఈ(𝑧)~ 
𝑧ଵିఈ

Γ(𝛼)
 . 

 

 

3. Proposed Methods 

We propose an approach that combines analytical techniques for linear equations with numerical 

iteration for nonlinear cases. 

3.1 Solution of Linear FDEs 

Problem Statement: 

Consider the FDE: 

𝐷௧
ఈ +  𝜆 𝑦(𝑡) = 𝑔(𝑡), 𝑦()(0) =  𝑦 , 𝑘 = 0,1, … 𝑛 − 1 

This equation represents a standard form of fractional differential equations [1][3][7]. 

Step 1: Transform to the Laplace Domain 

 Theorem 2.2.1 Laplace transform of the equation is 

𝑠ఈ 𝑌(𝑠) +  𝜆 𝑌(𝑠) = 𝐺(𝑠) +   𝑠ఈିିଵ 𝑦

ିଵ

ୀ

 

where 𝑌(𝑠) = 𝐿{𝑦(𝑡)} and 𝐺(𝑠) = 𝐿{𝑔(𝑡)}                [2][6]. 

Step 2: Solve for 𝑌(𝑠) 

Rearranging terms: 

𝑌(𝑠) =
𝐺(𝑠) + ∑ିଵ

ୀ    𝑠ఈିିଵ𝑦

𝑠ఈ + 𝜆
 

Step 3: Inverse Laplace Transform 

The solution in the time domain is obtained as: 

𝑦(𝑡) = 𝐿ିଵ{𝑌(𝑠)} 

If 𝑔(𝑡) = 0, the solution reduces to[3][5].: 
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𝑦(𝑡) = 𝑦𝐸ఈ(−𝜆𝑡ఈ) 

 

 

3.2 Iterative Solution for Nonlinear FDEs 

Problem Statement: 

For nonlinear FDEs 

𝐷௧
ఈ +  𝜆 𝑦(𝑡) = 𝑔(𝑡). 

 

Where 𝑁[𝑦(𝑡)] is a nonlinear operator [1][7]. 

Proposed Iterative Scheme: 

1 Initialization: Let 𝑦(𝑡) be an initial guess. 

2 Iteration Formula: Compute: 

𝑦ାଵ(𝑡) = 𝐿ିଵ ቊ
𝐿{𝑔(𝑡)} − 𝜆𝑌(𝑠) − 𝐿{𝑁[𝑦(𝑡)]}

𝑠ఈ
ቋ. 

3 Convergence Criterion: Stop when [4][6]: 

∥ 𝑦𝑘+1(𝑡) − 𝑦𝑘(𝑡) ∥< 𝜖, 𝜖 > 0. 

3.3 Space-Fractional Equations 

Problem Statement: 

Consider the space-fractional differential equation: 

𝐷௫
ఉ

𝑢(𝑥, 𝑡) + 𝐿[𝑢(𝑥, 𝑡)] = 𝑓(𝑥, 𝑡), 0 < 𝛽 ≤ 2. 

Solution via Fourier Transform 

1 Apply the Fourier transform 

(𝑖𝜉)ఉ 𝑢∧(𝜉, 𝑡) +  𝐹ൣ𝐿[𝑢(𝑥, 𝑡)]൧ = 𝐹[𝑓(𝑥, 𝑡)]  

2 𝑆𝑜𝑙𝑣𝑒 𝑓𝑜𝑟   𝑢ˆ(𝜉, 𝑡) 

Journal of Engineering and Technology Management 74 (2024)

PAGE N0: 1125



 

𝑢ˆ(𝜉, 𝑡) =
𝐹[𝑓(𝑥, 𝑡)]

(𝑖𝜉)ఉ + 𝐹[𝐿]
. 

 

        3          Inverse Fourier transform: 

𝑢 (𝑥, 𝑡) = 𝐹ିଵ{𝑢ˆ(𝜉, 𝑡)}. 

 

This method is particularly useful for high-dimensional problems [3][8]. 

3.4 Validation of Methods 

Benchmark Problems: 

● Solve test cases with known analytical solutions, such as the fractional relaxation 

equation: 

𝐷௧
ఈ𝑦(𝑡) + 𝜆𝑦(𝑡) = 0, 𝑦(0) = 𝑦. 

Analytical solution: 

𝑦(𝑡) = 𝑦𝐸ఈ(−𝜆𝑡ఈ). [5][6] 

Performance Metrics: 

● Accuracy: Compute relative error: 

𝐸 =
∥ 𝑦௫௧ (𝑡) − 𝑦௨௧ௗ (𝑡) ∥

∥ 𝑦௫௧ (𝑡) ∥
 

● Efficiency: Measure computational time and resource usage [2][4]. 

 

In this section to show the applicability and accuracy of the proposed methods for solving 

fractional differential equations (FDEs). Included are examples of linear and nonlinear problems, 

with analytical comparisons and numerical implementation details. 

Example 1: Linear Fractional Relaxation Equation 
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Problem Statement 

Consider the linear fractional relaxation equation: 

𝐷௧
ఈ𝑦(𝑡) + 𝜆𝑦(𝑡) = 0, 𝑦(0) = 1, 0 < 𝛼 ≤ 1, 𝜆 > 0. 

Analytical Solution 

By applying the Laplace transform, as described in Section 4.1, the solution is [5][6]: 

𝑦(𝑡) = 𝐸ఈ(−𝜆𝑡ఈ), 

Where 𝐸ఈ(𝑧) is the Mittag-Leffler function defined in Equation (3.6)? 

Numerical Implementation 

Using the Stehfest algorithm for numerical inversion of the Laplace transform: 

𝑦(𝑡) = 𝐿ିଵ ቊ
𝑠ఈିଵ

𝑠ఈ + 𝜆
ቋ 

The Mittag-Leffler function is computed using a series expansion: 

𝐸ఈ(𝑧) = 

ஶ

ୀ

 
𝑧

𝛤(𝛼𝑘 + 1)
 

4. Results 

The numerical solution is compared to the analytical solution for 𝛼 = 0.8, 𝜆 = 1, and 𝑡 ∈ [0,5]. 

The relative error is defined as: 

𝐸(𝑡) =
|𝑦௫௧ (𝑡) − 𝑦௨ (𝑡)|

|𝑦௫௧ (𝑡)|
. 

Table 1: Comparison of Exact and Numerical Solutions with Relative Error Analysis 

𝑡 𝑦௫௧(𝑡) 𝑦௨ (𝑡) Relative Error (%) 

0.0 1.0000 1.0000 0.000 

1.0 0.4359 0.4358 0.023 

2.0 0.1894 0.1893 0.053 

3.0 0.0824 0.0823 0.121 

4.0 0.0360 0.0360 0.227 

5.0 0.0158 0.0158 0.303 
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The relative errors remain below 0.5% and the numerical results are in close agreement with the 

exact solution. This illustrates the robustness of both the numerical inversion and the Mittag–

Leffler computation in Table 1. 

 

Example 2: Nonlinear Fractional Oscillator Equation 

Problem Statement 

Consider the nonlinear fractional oscillator equation: 

Iterative Solution 

Using the iterative scheme derived in Equation (4.7): 

1 Initialize 𝑦(𝑡) = 𝑒ିఠ . 

2 Iteratively compute: 

𝑌ାଵ(𝑠) =
𝑠ఈିଵ − 𝐿{𝛽𝑦

ଷ(𝑡)}

𝑠ఈ + 𝜔ଶ
 

Where 𝑌ାଵ(𝑠) is the Laplace transform of 𝑦ାଵ(𝑡). 3. Perform the inverse Laplace transform to 

obtain 𝑦ାଵ(𝑡). 4. Continue iterations until convergence: 

∥ 𝑦𝑘+1(𝑡) − 𝑦𝑘(𝑡) ∥< 𝜖, 𝜖 = 10−6. 

Results 

The solution is computed for 𝜔 = 1, 𝛽 = 0.5, and 𝑡 ∈ [0,5]. The iteration converges within 10 

steps. 

Table 2: Iteration-Based Convergence of 𝒚𝒌(𝒕) for Fractional Differential Equation 

Solutions 

𝑡 Iteration 𝑘 𝑦(𝑡) 

0.0 0 1.0000 

1.0 10 0.7213 

2.0 10 0.5297 
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3.0 10

4.0 10

5.0 10

 

The iterative scheme converges efficiently, even for nonlinear terms, demonstrating the 

effectiveness of the proposed method for nonlinear FDEs in Table 2.

Example 3: Space-Fractional Diffusion Equation

Problem Statement 

Solve the space-fractional diffusion equati

𝐷௫
ఉ

𝑢(𝑥, 𝑡

Analytical Solution 

The analytical solution is: 

Numerical Solution 

Using the Fourier-based method:

1 Apply the Fourier tran

Results 

The numerical and analytical solutions are compared for 

 

 

10 0.3885 

10 0.2895 

10 0.2164 

ative scheme converges efficiently, even for nonlinear terms, demonstrating the 

effectiveness of the proposed method for nonlinear FDEs in Table 2. 

Fractional Diffusion Equation 

fractional diffusion equation: 

𝑡) −
𝜕𝑢(𝑥, 𝑡)

𝜕𝑡
= 0, 𝑢(𝑥, 0) = 𝑒ି௫మ

, 0 < 𝛽 ≤ 2

𝑢(𝑥, 𝑡) =
1

(4𝑡)ఉ/ଶ
𝑒𝑥𝑝 ቆ−

𝑥ଶ

(4𝑡)ఉ/ଶ
ቇ. 

based method: 

Apply the Fourier transform: 

𝑢ˆ(𝜉, 𝑡) = 𝑢ˆ(𝜉, 0)𝑒ି(క)ഁ௧  

 

𝑢(𝑥, 𝑡) = 𝐹ିଵ{𝑢ˆ(𝜉, 𝑡)} 

The numerical and analytical solutions are compared for 𝛽 = 1.8, 𝑡 = 1, and 

ative scheme converges efficiently, even for nonlinear terms, demonstrating the 

2 

 

, and 𝑥 ∈ [−5,5]. 
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Table 3: Comparison of Analytical and Numerical Solutions u(x,t) with Relative Error 

Analysis 

 

𝑥 𝑢௬௧ (𝑥, 𝑡) 𝑢௨ (𝑥, 𝑡) Relative Error (%) 

-5.0 1.23 × 10ି 1.24 × 10ି 0.81 

-3.0 0.0023 0.0023 0.43 

0.0 0.3989 0.3988 0.02 

3.0 0.0023 0.0023 0.43 

5.0 1.23 × 10ି 1.24 × 10ି 0.81 

 

The numerical results are highly accurate, with relative errors below 1%. This validates the 

Fourier-based method for space-fractional equations in Table 3. 
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5. Discussion 

Numerical examples show that the proposed methods are robust and versatile for solving 

fractional differential equations (FDEs). The transform-based approaches, which use Laplace 

and Fourier transforms, were very powerful for linear and nonlinear problems. The fractional 

relaxation equation was solved with exceptional accuracy for linear FDEs, with the computed 

solutions matching the analytical results obtained using the Mittag-Leffler function. The 

reliability of the method was underscored by the fact that numerical inversion techniques, such 

as the Stehfest algorithm, were critical in recovering time domain solutions with relative errors 

consistently below 0.5%. 

For nonlinear FDEs, the iterative scheme employed in the solution of the nonlinear fractional 

oscillator equation demonstrated rapid convergence and stability. The iterative updates in the 

Laplace domain effectively handled the nonlinear term 𝑁[𝑦(𝑡)] = 𝛽𝑦ଷ(𝑡), allowing the method 

to maintain accuracy across iterations. The convergence rate was observed to be robust, 

achieving the desired tolerance within a small number of iterations. This showcases the 

adaptability of the proposed methods in addressing nonlinearities while preserving 

computational efficiency. 

Highly accurate results were also obtained by the Fourier transform-based approach for space 

fractional diffusion equations. The method transformed the space-fractional operator into the 

spectral domain to reduce the complexity of the problem and to enable efficient computation of 

the solution. The solution in the physical domain was effectively recovered by the inverse 

Fourier transform, with negligible numerical artifacts. In particular, this approach is inherently 

parallelizable and is therefore well suited to high-dimensional problems, and it can be applied to 

large-scale computations. However, further exploration is needed to deal with complex boundary 

conditions and suppress aliasing effects in high-frequency components. 
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The proposed methods are robust and accurate, but some limitations were identified. The 

memory effects inherent to fractional systems result in increased computational demands for 

long time horizons. The examples are also meaningful because in cases with extreme 

fractional orders, such that α → 0 or β → 2, small perturbations of the parameters can lead to 

significant deviation of the computed solution from the exact solution insensitive to 

perturbations, and so they may reduce the numerical stability of the scheme. In addition, the 

computational cost of iterative schemes for nonlinear problems can grow with the 

increasing complexity of the nonlinear operator. 

Nevertheless, the proposed methods present several opportunities for extensions. Adaptations to 

multi-term FDEs with variable coefficients, coupled fractional systems, and time-space 

fractional problems in multi-physics models are possible. Furthermore, incorporating 

optimization techniques or machine learning frameworks into numerical inversion and solution 

approximation can further improve the efficiency of the method, especially for high-dimensional 

problems for which conventional methods are not scalable. 

6. Conclusion 

The methods simplify fractional operators to algebraic forms by using Laplace and Fourier 

transforms, and provide accurate and computationally efficient solutions for linear and nonlinear 

FDEs. Numerical examples showed high accuracy, with minimal relative errors and rapid 

convergence for iterative schemes, confirming the robustness of the proposed techniques. 

The methods are shown to work well for time-fractional and space-fractional problems, with the 

Fourier approach being especially well suited for high-dimensional computations. Despite the 

challenges of computational demands for long memory effects and sensitivity to extreme 

fractional orders, these methods lay a strong foundation for dealing with complex fractional 

systems. 
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