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Abstract:  
 
Intrusion detection systems (IDS) are essential for safeguarding computer networks against 
unauthorized access and malicious activities. This paper proposes an approach for intrusion 
detection that focuses on the strengths of Support Vector Machines (SVM) and Ant Colony 
Optimization (ACO) to identify an optimal subset of features that maximize classification 
accuracy by simulating the foraging behavior of ants. The proposed hybrid approach combines 
the high classification accuracy of SVM with the optimization capabilities of ACO to enhance 
the detection of various types of intrusions in network traffic. In this approach, SVM is 
employed to classify network activities into normal and suspicious categories based on selected 
features. However, the performance of SVM heavily relies on the optimal selection of its 
parameters which directly impacts its detection accuracy. To address this, ACO is introduced 
as a metaheuristic optimization technique to ensure the highest possible classification 
performance. The proposed method is validated through experiments on cybersecurity attacks 
dataset. The results demonstrate that the SVM-ACO approach outperforms traditional methods 
in terms of efficient processing, reduced execution time and improved accuracy with 99.91%. 
These findings show the effectiveness of the SVM-ACO approach in providing efficient 
solution for complex intrusion detection challenges. 
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1. Introduction  

Security plays a crucial role by employing a range of measures and practices designed to protect 
systems, data and networks from unauthorized access, misuse or damage. Current security 
technologies such as encryption, firewalls and access control are commonly used but still do 
not provide complete security. System security can be further enhanced by implementing 
Intrusion Detection Systems (IDS) [1]. IDS are security mechanisms designed to monitor and 
analyze network or system activities for signs of malicious behavior, policy violations or other 
forms of intrusion [2]. These systems play a crucial role in identifying and responding to 
potential threats before they can cause significant damage. The ability of an IDS to classify a 
wide variety of intrusions in real time with high accuracy is crucial. An IDS dynamically 
monitors system events and determines whether these events indicate an intrusion attack or 
constitute legitimate use of the system [3]. Based on the data analysis approach an IDS may 
belong to two main groups misuse detection (or signature-based detection) or anomaly 
detection [4]. The misuse detection approach is the most widely used to detects only known 
attacks that have their signatures included in a database [5]. In contrast, the anomaly detection 
approach creates a normal behavior profile and detects intrusions based on significant 
deviations from this profile. Several challenges must be considered when building an intrusion 
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detection model such as achieving a high attack detection rate. Since the advent of IDS multiple 
techniques have been proposed to improve system performance [6]. SVM have become a 
popular machine learning approach in intrusion detection due to their efficient performance, 
absence of local minima and fast execution time. This paper proposes a hybrid approach for 
intrusion detection that focuses the strengths of SVM and ACO to identify an optimal subset 
of features that maximize classification accuracy by simulating the foraging behavior of ants 
[7]. SVM helps in distinguishing normal and malicious activities, efficient in handling high 
dimensional data while ACO is efficient in identifying the most relevant subset of features 
from high-dimensional network traffic data, reducing computational overhead, efficient in 
optimize feature subsets and parameter tuning for SVM for better performance by enabling it 
to find global optima by avoiding local minima. 

2. Related Work 

Ali et al. [18] proposed a Suspicious Pattern Detection (SPD) algorithm for identifying 
suspected cyber threats in instant chat messengers available on Social Networking Websites 
and Instant Messengers. The framework incorporates an Ontology-Based Information 
Extraction (OBIE) technique combined with a pre-defined knowledge base and a data mining 
approach using Association Rule Mining (ARM). The proposed framework consists of three 
main steps word extraction from unstructured text, monitoring system program implementation 
of SPD algorithm. The approach was tested using the Global Terrorist Database (GTD) and 
compared against other instant messengers, mobile phone applications and social networking 
sites based on their ability to detect suspicious information during online chats. The evaluation 
demonstrated that the proposed framework outperforms alternatives showing greater efficiency 
and effectiveness in detecting suspicious patterns based on the parameters considered. 
Hosseinkhani et al. [19] presented a comprehensive review of existing crime data mining 
techniques for detecting suspicious information on the web. One of the key challenges 
highlighted in their work is the rapid growth in the volume of cyber data and increasing network 
traffic coupled with the diverse formats of available data such as audio, video and text. The 
study provides a theoretical overview of various mining concepts including data mining, web 
mining and crime data mining emphasizing their relevance to crime detection. Specifically, the 
review focuses on textual data mining techniques for identifying criminal activities. Key 
techniques discussed include sequential pattern mining, classification, association rule mining 
and clustering among others. These methods provide valuable insights into the effective 
detection of suspicious activities within complex and voluminous datasets. 
Alami et al. [20] proposed a similarity distance evaluation-based approach to differentiate 
suspicious content from authentic content, posts or blogs. The analysis utilized a dataset 
comprising Twitter text corpus. The proposed method evaluates a similarity index by 
comparing social database entries. The framework involves three main steps text corpus 
collection, corpus processing and classification using the similarity-based approach. The 
performance of the proposed method was assessed using the similarity distance index. 
However, the results indicated longer execution times and lower precision rates highlighting 
the need for improvements in both precision and processing efficiency to enhance its overall 
effectiveness. 
Jain et al. [21] proposed an approach to differentiate between actual information and rumors 
in Twitter data. The authors extracted Twitter data related to specific topics using hashtags. For 
concept validation they considered data from well-known news channels and evaluated the 
results through semantic and sentiment analysis of the tweets. As part of the proposed concept 
the authors also developed a prototype called “The Twitter Grapevine,” specifically designed 
to target rumors in Indian domains. The overall results were evaluated based on accuracy 
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analysis for initial experiments on rumors related to Digital India and facebook.org followed 
by experiments on Kerala House and Beef Rumors. In these experiments both favorable and 
unfavorable predictions were evaluated.  
Murugesan et al. [22] employed a statistical corpus-based data mining approach for detecting 
suspicious activities on online forums. The authors focused on the textual data of online forums 
and provided a detailed explanation of the process for extracting suspicious information. After 
performing pre-processing steps such as stop word removal and stemming using the Brute 
Force algorithm the authors applied a matching algorithm for recognizing suspicious keywords. 
Finally they utilized keyword spotting techniques a learning-based method and a hybrid 
approach of the defined techniques to comprehensively detect suspicious human activity. 
Harsh Arora et al. [23] online forums, primarily text-based, have become key sources for user 
opinions and information, but they are also prone to misuse by spammers, fraudsters and other 
malicious actors. Existing tools and methods aim to detect suspicious activities in online 
forums, but they have certain limitations. To address this research proposes an integrated 
framework combining Support Vector Machine (SVM) and Particle Swarm Optimization 
(PSO) where SVM is used for data classification and PSO optimizes its parameters to improve 
detection accuracy and efficiency. 
 
Several studies have evaluated on intrusion detection. An IDS dynamically monitors the events 
taking place in a system and decides whether these events are symptomatic of an attack 
(intrusion) or constitute a legitimate use of the system [11][12]. Many challenges need to be 
considered when building an intrusion detection model such as obtaining a high attack 
Detection Rate without generating many false alarms (low False Alarm Rate). Since the 
appearance of IDS multiple techniques have been proposed in order to improve the 
performances of these systems [13]. Recently, several machine learning techniques have been 
applied Kruegel and Toth [14] proposed an approach based on decision trees for classifying 
the detection rules. Xiao et. al. [10] present a hybrid model based on information theory and 
genetic algorithm to detect network attacks. Their approach considers only discrete features. 
Chen, Abraham and Yang [15] proposed a flexible neural tree (FNT) model for intrusion 
detection based on neural tree for attribute selection and particle swarm optimization for 
parameter optimization. In 2012 Pu, Xiao and Dong [3] use an improved ant colony algorithm 
in order to determine the best parameters for the SVM classifier. Support Vector Machines is 
a novel machine learning approach that has become a popular research method in intrusion 
detection [16] [17]. Our findings were more similar to those obtained by P. Shinde et al. [1] 
who have reported that survey on proposed an IDS model that combines IG feature selection. 
With the SVM classifier model can obtain better results in terms of attack detection rate, false 
alarm rate and accuracy.  

In our study, ACO-SVM a hybrid approach method is used to achieve an optimal balance 
between feature selection and classification performance by focusing on a subset of critical 
features the model avoids overfitting and achieves better efficiency. 

3. Methodology 

3.1 Ant Colony Optimization 
ACO draws inspiration from the social behavior of ant colonies. It is observed that a group of 
ants can collectively determine the shortest route between their food source and their nest [24]. 
In nature ants deposit a chemical substance called pheromone on their paths which helps other 
ants find the shortest route between their nest and a food source. The pheromone trails left by 
ants influence the decision-making process of other ants guiding them towards the most 
efficient routes. Ant Colony Optimization method minimize redundancy by selecting a subset 
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of features each ant in relation to the previously selected features selects the lowest similarity 
features. Therefore, if a feature is selected by most ants indicates that the features have the 
lowest similarity with the other features. The features receive the largest amount of pheromone 
and the chances of its selection by other ants will be increased in subsequent iterations. Finally, 
by considering the similarity between the features the selected main features will have high 
pheromone values [25].  
 
3.2 Support Vector Machine  
SVM are often regarded as classifiers that achieve high accuracy across various tasks. They 
work by constructing a hyperplane with the maximum Euclidean distance or margin from the 
nearest training examples. Simply put SVM represent instances as points in space which are 
mapped to a high-dimensional plane where the instances of different classes are separated by 
the largest possible margin from the hyperplane [26]. New instances are mapped into the same 
space and based on which side of the hyperplane they fall predicted to belong to a particular 
class. The SVM hyperplane is determined by a relatively small subset of the training data 
known as support vectors while the rest of the training data does not influence the final 
classifier. 
 
3.2 ACO-SVM Hybrid Algorithm  
In this method of hybridization, ACO is used to identify the optimal subset of features that 
maximizes the classifier's accuracy. The fitness function for ACO is defined to evaluate the 
accuracy of an SVM classifier (SVC) on the selected feature subset. ACO is applied to the 
subset of features to further refine or confirm the feature selection.  After feature selection 
using ACO an SVM classifier is trained on the selected features. Accuracy, precision, F1 score 
and other performance metrics are calculated for ACO selected feature subsets. The SVM 
classifier’s performance is evaluated on the test set during iteration. Execution time is recorded 
for ACO to compare the computational efficiency of the model’s performance [8]. 

4. Result and Discussion 

The proposed experiment was conducted on a laptop equipped with an Intel i5 8th Gen 
processor and 8 GB of RAM running the Windows 10 operating system. We utilized a dataset 
containing 100 records obtained from Kaggle titled “Cybersecurity Attacks” and the coding 
was performed in Python. The dataset was divided into two parts: 80% for training and 20% 
for testing. The dataset comprises a total of 25 features as shown in Table 1. 
 

Attributes 
Timestamp, Source IP Address, Source Port, Destination Port, Protocol, Packet Length, 
Packet Type, Traffic Type, Payload Data, Malware Indicators, Anomaly Scores, 
Alerts/Warnings, Attack Type, Attack Signature, Action Taken, Severity Level, User 
Information, Network Segment, Geo-location Data, Proxy Information, Firewall Logs, 
IDS/IPS Alerts, Log Source 

Table 1. Dataset attributes 

This experiment demonstrates the efficiency of combining ACO and SVM classifier for feature 
selection in supervised machine learning. Specifically, it highlights how metaheuristic 
optimization techniques can improve model performance by identifying the most relevant 
features from a dataset. 
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 Performance Metrics: Accuracy, precision, F1 score and classification reports are 
generated for ACO feature selection methods and SVM classifier. 

 Feature Selection: The dataset contains a number of features but not all may be equally 
relevant for predicting the target variable. Selecting a subset of relevant features can 
improve the classifier's accuracy and reduce computational complexity. 

 Hybrid Approach: The hybrid approach by combining the global search capability of 
metaheuristics ACO algorithm with the classification power of SVM to achieve effective 
feature selection and model performance. 

Based on Figure 1, the ACO-SVM model is shown to be a better solution for achieving higher 
accuracy. 

Firstly, preprocessing of handling the missing attributes was done among the available features, 
features that have more rows without value are removed from the set of features. The Second 
part is splitting of data. The third part is identifying the related attributes which we are focus 
for IDS by targeting the features [9]. The initial feature selection performed by ACO identify 
the most relevant features based on accuracy. The hybrid approach significantly improved 
performance metrics for evaluation on classification accuracy, precision, F1 scores and detailed 
classification reports. These metrics illustrated the effectiveness of the feature selection 
methods in enhancing SVM performance, confirming that the selected features contributed 
effectively to the model's predictive power. The computational time of implementation was 
recorded to demonstrate the efficiency of the hybrid approach. Although execution time may 
vary with complexity the optimizations employed in both algorithms helped enhance the 
feature selection process resulting in efficient and effective model training and evaluation. 

 

  

Figure 1. Model Performance 

 
 
Best Feature Subset: ['Malware Indicators', 'Anomaly Scores', 'Attack Signature', 'Severity 
Level'] 
Best Accuracy: 0.9990833333333333 
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Classification Report: 
                 precision   recall   f1-score   support 
 
         0.0       0.67      0.53      0.59        15 
         1.0       0.50      0.64      0.56        11 
         2.0       1.00      1.00      1.00        11974 
 
    accuracy                             0.9991    12000 
   macro avg  0.72      0.72      0.72        12000 
weighted avg 0.99     0.99      0.99        12000 
 
Accuracy: 0.9991 
Execution Time: 126.69 seconds 

5. Conclusion  

The ACO algorithm efficiently navigates the high dimensional feature space to identify subsets 
of features that contribute most to the model’s performance. The SVM classifier evaluates the 
predictive power of each selected subset with accuracy serving as the objective function to 
guide ACO. By hybrid approach these methods achieve an optimal balance between feature 
selection and classification performance. The hybrid ACO-SVM framework extended 
cybersecurity domain to identify key features and build robust, efficient models. In the context 
of cybersecurity attacks the selected features may provide valuable insights into the patterns or 
factors contributing to attacks or anomalies. 
Overall, the ACO-SVM hybrid approach successfully demonstrates how optimization 
techniques can lead to superior feature selection and classification. By focusing on a subset of 
critical features the model avoids overfitting and achieves better efficiency, the classification 
accuracy of the ACO-SVM is maximized as reflected in the classification report, reduced 
feature dimensionality leads to faster training and conclusion making the approach suitable for 
real time cybersecurity applications. 
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