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Abstract: 
 

Stress-related problems are a widespread problem for working IT professionals nowadays. 

Employees are more likely to experience stress when lifestyles and working cultures change. In 

this study, we'll look at workplace stress using AI and machine learning techniques like 

supervised learning. We employed a range of machine learning techniques, including KNN, 

Decision Tree, SVM and CNN algorithm, to train our model after adequate data cleaning and 

preprocessing. The above-mentioned models' accuracy was evaluated and contrasted. KNN 

Algorithm was the most accurate of the employed models. CNN, Decision Tree, and SVM 

algorithms were used to find significant stress-related variables. With the help of these results, 

businesses may focus on lowering stress levels and giving employees considerably more 

comfortable working conditions. 

Keywords: Artificial intelligence, Human Resource Management, Stress Management, 

Manpower and Technology. 

1. INTRODUCTION 
 

Those who work plenty typically suffering from mental health situations linked to pressure, 

together with depression, pressure, pressure, interpersonal sensitivity, fear, tension, and so on. 

Employee stress is much more likely to happen when people's lives and operating culture 

exchange. The issue remains out of manipulating even though many enterprise sectors and 

industries provide intellectual health-related tasks and attempt to decorate administrative center 

way of life [1]. The assessment of intellectual fitness is vitally essential for you to grasp and 

provide remedies for a deviant intellectual behavior. According to research by using the 
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enterprise employer Assocham [2], over forty two% of working experts in India's private zone 

suffer from melancholy or general anxiety disorder because of paintings-associated strain 

Journal of Engineering and Technology Management 72 (2024)

PAGE NO: 872



   

   

 

 

brought on by means of long hours and tight closing dates. Raising productivity and enhancing 

worker welfare will end result from putting a high priority on keeping a strain-free place of 

business. Counseling, profession guidance, strain management applications, and health 

consciousness campaigns can also all assist operating professionals control pressure and preserve 

their mental fitness. The possibility that such activities may be successful will enhance the early 

identity of personnel who will want such assist [3]. By the use of system learning techniques, we 

will create a version to are expecting the hazard of strain in running individuals with the aid of 

contemplating a number of their expert and personal factors as parameters, which might be 

gathered via painstakingly obtained questionnaires, thereby simplifying this procedure [4]. This 

method will help HR managers understand their personnel contributors better and take proactive 

measures to lessen the chance that an employee would carry out under expectations. In this 

machine, we're utilizing gadget learning approaches to research worker strain patterns and 

pinpoint the variables which have the maximum have an impact on on strain degrees. Some of 

the traits needed for pressure prediction are extracted the use of AI sensors [5]. 

PIR, pay attention-Beat, and temperature sensors are examples of sensors. Our version is 

evolved using more than a few gadget-learning techniques following considerable information 

cleaning and pre-processing [6]. 

The paper is structured as follows, in addition. The Introduction is included in Section 1 and 

provides a quick summary of employee stress and the various machine learning techniques. The 

literature review of the planned work is in Section 2. The suggested system is explained in 

Section 3. Results and a performance study of the various models employed for stress prediction 

are covered in Section 4. Conclusion and potential improvements are covered in Section 5. 

2. LITERATURE SURVEY 
 

The aim of [7] became to forecast the psychiatric ailment. To create a semi-computerized 

machine, they mixed a ramification of device mastering techniques with smart genetic 

algorithms. The DSMIV-TR has been used to evaluate the person's intellectual fitness. Making 

the machine absolutely automatic is the secondary aim. They've validated via this test that 

genetic algorithms may be used for numerous actual-time packages. The aim of [8] becomes to 

anticipate scholar strain. In light of this, the writer used information mining and a cloud platform 
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to combine assets for mental fitness schooling into the cloud, permitting humans to trade 

substances. Additionally, the author mentioned three factors—students, society, and training— 

that have an impact on university college students' intellectual fitness. Through an analysis of the 

management machine for college kids' mental health, the author positioned out numerous 

pointers on the way to help the control of the psychological health of college college students. 

Hired a variety of machine learning frameworks in [9] to evaluate and forecast stress tiers. EEG 

data had been used within the research of pressure. They cautioned to make use of EEG 

characteristic extraction along side Logistic Regression, aid Vector gadget, and Naive Bayes. 

The effects of the experiment have given the satisfactory pressure prediction accuracy. In the 

trial, degree 2 pressure accuracy was 94.6 percent, at the same time as multi-level strain accuracy 

was 83.4 percentage. Attempts to forecast IT employees' pressure are made in [10]. The 

information changed into supplying with the aid of operating tech experts who took component 

inside the OSMI intellectual fitness survey. Boosting had the most accuracy (75%), whereas 

bagging had the bottom accuracy (69.43%). In assessment to the alternative fashions, Logistic 

Regression finished an accuracy of seventy three%, KNN 73%, decision Tree 70%, and Random 

woodland 73%. The random forest classifier's move-tested AUC score become better, indicating 

a more reliable version. In [11], numerous device getting to know techniques was employed to 

forecast strain on IT personnel. Employees were asked to fill out the details on a questionnaire, 

which changed into used to gather the statistics set. Boosting (eighty two.7%) had the maximum 

accuracy, whereas bagging (seventy eight.7%) had the lowest accuracy. Among the competing 

fashions, Logistic Regression received 78.9% accuracy, KNN carried out 81.4% accuracy, 

selection Tree accomplished eighty two.6% accuracy, and Random woodland acquired eighty 

three.2% accuracy. The goal of [12] become to predict student strain. The authors used the Naive 

Bayes technique to assess credible information and group the elements most in all likelihood to 

induce strain based on probabilistic standards. Several device gaining knowledge of algorithms 

was used by the authors to assess pressure patterns. Make use of statistics mining methods to 

consciousness of intellectual fitness in [17]. The authors used online-available datasets to get 

their data. Exclusive device gaining knowledge of methods is used to predict human being's 

intellectual health. In that, decision bushes had the nice accuracy (83.2%), accompanied via 

random forests (seventy eight.3%), and naive bayes (seventy nine.7%). WEKA device has been 

used to look at the information. 
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3. PROPOSED METHODOLOGY 
 

The gadget identifies variables which have a massive effect on stress stages. based totally on 

the personnel' pulse, temperature, family records, and get right of entry to to medical health 

insurance at paintings, the strain stages of the people were calculated. the main objective of the 

device is to find chance elements that affect employee mental fitness, as seen in Fig1. 

 

 
Figure 1. Proposed employee stress management, monitoring system. 

 
The technique makes benefit of traits inclusive of gender, family records, colleague records, 

infection, operating hours, and others. The gadget also gathers real-time information from AI 

sensors, as visible in Fig2, consisting of personnel movement, temperature, and pulse. heart price 

is one of the reference levels taken into account for prediction; a coronary heart fee of one 

hundred or less is seemed regular, whilst a coronary heart charge of a hundred or above is 

strange and related to stress [18]. 
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Figure 2. Flow of stress management detection system 

 
3.1. AI Techniques Used 

 
Computer systems and computing systems may robotically analyze from the past and 

develop through the years the use of synthetic intelligence, additionally called gadget gaining 

knowledge of, without specific human programming. The inspiration of gadget gaining 

knowledge of is the development of laptop applications with the ability to collect statistics and 

analyze on their personal. This is extraordinarily beneficial inside the healthcare region, in which 

there's a huge quantity of statistics, when as it should be added to a wise device and nicely 

taught. The very last prediction model might be higher, mistakes-unfastened, and shorten the 

period of the diagnostic system. 

KNN Classifier: One supervised study technique that can be used with labelled records is the 

k-Nearest Neighbor (KNN) classifier. It changed into implemented in this example to decide 

whether the worker felt beneath pressure. based on how plenty an example from the information 

to hand this is akin to the structured variable's cost resembles the independent variables, KNN 

categorizes the based variable. decision Tree - A choice tree is a model that resembles a tree and 

may be used to symbolize several possibilities, if-then statements, or conclusions. In this 

example, decision trees are applied to become aware of the 15 features that make contributions 

most regularly [17]. The CNN is one of the most straightforward and green category methods for 

developing system getting to know models which could forecast effects. To evaluate the 
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information and assign the attribute values to one of the mounted instructions in this situation, 

Nave Bayes is applied [18]. 

3.2. Working Methodology 

 
The generation can be put into use as a real-time application for IT businesses. Considering 

the fact that they are extra actual-time and application-friendly, we use visible Studio and square 

Server for utility improvement. 

• Information series: We accumulate information on strain at this stage of the employee 

pressure prediction method. The statistics has been accrued from a ramification of assets 

and includes variables like gender, age, financial_problems, family, working_ hours, 

learning_method, health_problems, partiality_fix, colleague_issue, pressure, regular_ 

interaction, and so forth. 

• Data practices: After the strain information had been analyzed, best important records 

had been extracted. The standards are observed within the extraction and segmentation of 

the data that is required for processing. Considering that all the records aren't always vital 

for processing and processing might take too long if we input all of the statistics, the 

necessary statistics extraction is accomplished. 

• Information Splitting: The statistics will now be divided into two agencies, one for 

schooling and the other for trying out, with a ratio of ninety:10. 

• Version training: At this stage, datasets are given to the system learning algorithm to 

teach it. Everyday schooling might also considerably improve the prediction charge of a 

gadget gaining knowledge of the version. The version is educated using a diffusion the 

system getting to know the techniques. This model turned into hired. 

• Strain Prediction: primarily based on the parameters and values pushed by way of AI 

sensors, the machine predicts the stress of the working individual as soon as the version 

has been educated. 
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4. RESULTS AND DISCUSSION 
 

All of the aforementioned models were trained to predict an employee's level of stress while 

they were working. The table below tabulates the outcomes. Figure 3 displays the classification 

performance of all trained models, with KNN having the lowest accuracy and proposed 

algorithm having the greatest. 

Table 1. Summary of Predictive Methods with Performance 
 

Techniques Precision Accuracy Specificity Recall 

Decision Tree 

[19] 
0.65% 0.64% 0.61% 0.59% 

CNN [20] 0.71% 0.68% 0.65% 0.61% 

SVM [21] 0.76% 0.71% 0.69% 0.66% 

KNN [22] 0.82% 0.79% 0.75% 0.71% 

Proposed 

algorithm 
0.98% 0.95% 0.94% 0.93% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Typical Accuracy Comparison of the proposed model's performance with that of 

the existing model in graphical form 
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Table 2. CPU Time test summary for all classification methods 
 

Techniques Running Time (ms) 

SVM [19] 4.61 ms 

KNN [20] 2.72 ms 

Decision Tree [21] 1.17 ms 

CNN [22] 0.93 ms 

Proposed algorithm 0.18ms 

 

The effectiveness of the BI & HR and Stress management architecture was assessed 

using the retrieval time for block chains compared to centralized storage, as shown in Figure 6. 
 

Figure 4. Time comparison between BI & HR and Stress management and centrally located 

storage 

5. CONCLUSION 
 

Family medical history, downtime at work, and connections with coworkers are all factors to 

take into account, but whether a company gives its employees mental health benefits is more 

crucial than anything else. Predicting employee stress now includes a phase that is added by 

using real-time factors. People who work for IT businesses are considerably more prone to feel 

stress due to the tight deadlines and long workdays. The ability to measure certain metrics with 

AI sensors, such as pulse and temperature, will be crucial for forecasting stress. From the 

aforementioned algorithms, KNN obtained excellent results of better%, Decision Tree obtained a 

result of good%, and SVM obtained the lowest accuracy of lowest%. By utilizing machine 
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learning approaches to forecast stress and mental health issues, the article's objective was 

realized. These methods yield interesting results that can be looked into further. 
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