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ABSTRACT: One of the difficult and unpredictable tasks that has a big influence on human 

culture is predicting rainfall. Proactively minimizing financial and human losses can be achieved 

by timely and precise forecasting. Based on weather data for that specific day in key Australian 

cities, this paper provides a series of experiments that employ popular machine learning 

techniques to create models that forecast whether or not it will rain tomorrow. Three components 

are the focus of this comparison study: pre-processing approaches, modeling methodologies, and 

modeling inputs. The findings compare different evaluation measures of these machine learning 

methods and show how reliable they are at forecasting rainfall based on weather data analysis. 
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I.INTRODUCTION: India’s welfare is agriculture. The achievement of agriculture is 

dependent on rainfall. It also helps with water resources. Rainfall information in the past helps 

farmers better manage their crops, leading to economic growth in the country. Prediction of 

precipitation is beneficial to prevent flooding that saves people's lives and property. Fluctuation 

in the timing of precipitation and its amount makes forecasting of rainfall a problem for 

meteorological scientists. Forecasting is one of the utmost challenges for researchers from a 

variety of fields, such as weather data mining, environmental machine learning, functional 

hydrology, and numerical forecasting, to create a predictive model for accurate rainfall. In these 

problems, a common question is how to infer the past predictions and make use of future 

predictions. A variety of sub-processes are typically composed of the substantial process in 

rainfall. It is at times not promising to predict the precipitation correctly by on its global system. 

Climate forecasting stands out for all countries around the globe in all the benefits and services 

provided by the meteorological department. The job is very complicated because it needs 

specific numbers and all signals are intimated without any assurance. Accurate precipitation 
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forecasting has been an important issue in hydrological science as early notice of stern weather 

can help avoid natural disaster injuries and damage if prompt and accurate forecasts are made. 

The theory of the modular model and the integrati2on of different models has recently gained 

more interest in rainfall forecasting to address this challenge. A huge range of rainfall prediction 

methodologies is available in India. In India, there are two primary methods of forecasting 

rainfall. Regression, Artificial Neural Network (ANN), Decision Tree algorithm, Fuzzy logic and 

team process of data handling are the majority frequently used computational methods used for 

weather forecasting The basic goal is to follow information rules and relationships while gaining 

intangible and potentially expensive knowledge. Artificial NN is a promising part of this wide 

field 

 

Rainfall prediction remains a serious concern and has attracted the attention of governments, 

industries, risk management entities, as well as the scientific community. Rainfall is a climatic 

factor that affects many human activities like agricultural production, construction, power 

generation, forestry and tourism, among others [1]. To this extent, rainfall prediction is essential 

since this variable is the one with the highest correlation with adverse natural events such as 

landslides, flooding, mass movements and avalanches. These incidents have affected society for 

years [2]. Therefore, having an appropriate approach for rainfall prediction makes it possible to 

take preventive and mitigation measures for these natural phenomena . 

II.EXISTING SYSTEM: 

Rainfall prediction is important as heavy rainfall can lead to many disasters. The prediction helps 

people to take preventive measures and moreover the prediction should be accurate. There are 

two types of prediction short term rainfall prediction and long term rainfall. Prediction mostly 

short term prediction can gives us the accurate result. The main challenge is to build a model for 

long term rainfall prediction. Heavy precipitation prediction could be a major drawback for earth 

science department because it is closely associated with the economy and lifetime of human.  
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III.PROPOSED SYSTEM: 

It’s a cause for natural disasters like flood and drought that square measure encountered by 

individuals across the world each year. Accuracy of rainfall statement has nice importance for 

countries like India whose economy is basically dependent on agriculture. The dynamic nature of 

atmosphere, applied mathematics techniques fail to provide sensible accuracy for precipitation 

statement. The prediction of precipitation using machine learning techniques may use regression. 

Intention of this project is to offer non-experts easy access to the techniques, approaches utilized 

in the sector of precipitation prediction and provide a comparative study among the various 

machine learning techniques. 

The overall architecture include four major components: Data Exploration and Analysis, Data 

Pre-processing, Model Implementation, and Model Evaluation, as shown in Fig. 

 

Over All Architecture 

Data Exploration and Analysis 

Exploratory Data Analysis is valuable to machine learning problems since it allows to get closer 

to the certainty that the future results will be valid, correctly interpreted, and applicable to the 

desired business contexts [4]. Such level of certainty can be achieved only after raw data is 

validated and checked for anomalies, ensuring that the data set was collected without errors. 

EDA also helps to find insights that were not evident or worth investigating to business 

stakeholders and researchers 

We performed EDA using two methods - Univariate Visualization which provides summary 

statistics for each field in the raw data set (figure 2) and Pair-wise Correlation Matrix which is 

performed to understand interactions between different fields in the data set. 
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IV.RESULTS: 

Packages 

 

 

Analysis 
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Training 

 

 

Algorithms 
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Random Forest 

 

Bagging Classifer 
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Gradient Boosting 

 

 

Xgboost 
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V.CONCLUSION AND FUTURE WORK 

In this work, we investigated and used a number of preprocessing techniques and discovered 
how they affected our classifiers' overall performance. In order to see how the input data can 
impact the model predictions, we also conducted a comparative analysis of all the classifiers 
using various input data. We can draw the conclusion that Australian weather is unpredictable 
and that rainfall and the corresponding time and place do not correlate. We discovered several 
correlations and trends in the data that aided in identifying key characteristics. See the part in the 
appendix. We may use Deep Learning models like the Multilayer Perceptron and Convolutional 
Neural Network, among others, because we have a vast amount of data. A comparative analysis 
of deep learning models and machine learning classifiers would be fantastic. 
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