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Abstract

Social media significantly involves the daily life of people nowadays.
Facebook, Whatsapp, and Twitter are mainly used in India, and posts
and tweets greatly influence the social community. India ranked second
in social media usage. Sentiment analysis is a social media analy-
sis and acts as a powerful way to express and label the opinion
toward news, events, products, and policies by crowd or community.
These emotions vary from person to person, such as like, dislike,
and neutral. Expressing feelings against any such event on a social
platform would generate considerable information. There are multiple
regional languages in India. Sentiment analysis(SA) from various lan-
guages is a requirement in our country. In this article, we suggest
sentiment analysis using long-short-term memory (LSTM), an artifi-
cial neural network, which provides a diverse set of applications for
the analysis. In addition, we focus on analyzing sentiment in Hindi
and English by applying artificial intelligence (AI) and deep learning.

Keywords: social media, sentiment analysis, indigenous language, deep
learning, LSTM

1 Introduction

The Sentiment analysis is a powerful way of expressing and labeling the senti-
ments that the crowd or community shows from the source of the text. Usually,
people take to social networks like Facebook or Twitter to express their feel-
ings about a topic. These emotions range from solid likes or dislikes towards
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2 Sentiment Analysis

Fig. 1: LSTM Architecture

a product or a policy taken by a community [1]. Expressing emotions against
any such event on a social platform would generate considerable information
and is impractical to process manually [2]. Machine learning algorithms are
adapted to process and analyze this information. For analyzing such extensive
data, opinion mining helps in this scenario. The authors use supervised KNN
to analyze tweets [3]. Sentiment analysis (or opinion mining) evaluates whether
the data is positive, negative, or neutral. Sentiment analyzes helped improve
domains such as business strategies, customer feedback, customer needs, and
financial time-series forecasting.

Capturing tweets for sentiment analysis directly from social media plat-
forms helps access the insights of social mentions at a level with time.
Opinion mining combines computational linguistics and NLP to extract senti-
ments(positive, negative, or neutral). It helps to understand user or customer
likes and dislikes and redesign the product or services. Opinion mining can
be performed on structured or unstructured texts using appropriate natural
language processing (NLP).

Long short-term memory (LSTM) networks are involved in deep learning.
Many recurring neural networks (RNNs) can learn long-term dependencies,
particularly in sequence prediction tasks. This behavior is essential to solve
complicated problems such as speech recognition and machine translation [4],
[5]. Sequence to Sequence modeling is one of the many fascinating applications
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Sentiment Analysis 3

of natural language processing. The application for natural language process-
ing and language translation systems extensively uses it. Methods based on
sequence-to-sequence (Seq2Seq) conversion, such as text in Hindi converted to
English, involve converting sequences from one domain to sequences of another
[6]. The LSTM encoder and decoder carry out this Seq2Seq modeling. The
Fig. 1 shows the LSTM architecture.

Furthermore, most sentiment analysis research focuses on text written in
English, and there is a significant lack of information sources for other lan-
guages [7]. As a result, most resources, such as sentiment lexicons and corpora,
have been created for the English language [8], [9]. A practical sentiment anal-
ysis approach should handle a wide range of languages, allowing it to detect
content or specific words in different languages and improve overall sentiment
classification in the data [10].

The major contributions of this paper include:

• Categorizes the different sentiments and analyses according to the accep-
tance using LSTM.

• Recommend the most effective sentiment analysis methodology.

The remaining part of the article is organized as follows, Section 2 discusses
the literature on various sentiment analysis processes and uses by machine
learning and the deep learning approach. The proposed sentiment analysis
using LSTM is explained in Section 3, and its validation procedure and results
are depicted in Section 4. Finally, we conclude the article in Section 5.

2 Literature Study

The first study on review categorization, based on the sentiment orientation of
the text, was found in the literature. Using the Point-wise Mutual Information
(PMI) -Information Retrieval (IR) algorithm, the similarity between the two
words is calculated [11]. The algorithm initially extracts the adjective and
adverb phrases present in the sentence. The semantic orientation of each phase
is calculated and the classification of the review is then made based on the
average semantic value of the phrase [12], [13].

There is no specific method for evaluating sentiment analysis in multi-
lingual contexts [13], [21]. The selection of the evaluation model without
academic justification and the evaluation criteria were determined solely by the
researcher. Although these evaluation models are widely used in practice, it is
critical to identify a set of generic evaluation criteria that can accommodate
various languages without producing bias toward a specific dataset.

According to the findings of the systematic review of the literature, most
models supported two languages, with English being the most widely used lan-
guage in sentiment analysis studies [14], [5]. None of the reviewed literature has
addressed the combination of languages for multilingual sentiment analysis in
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4 Sentiment Analysis

English, Chinese, Malay, and Hindi. Tokenization, normalization, capitaliza-
tion, N-grams, and machine translation are standard multilingual preprocess-
ing techniques. Meanwhile, hybrid sentiment analysis, which includes localized
language analysis, unsupervised topic clustering, and multilingual sentiment
analysis, is the sentiment analysis classification technique for multilingual sen-
timent [16], [17], [18]. In terms of evaluation, most studies used precision,
recall, and accuracy as a benchmark of the results. More hybrid systems and
sophisticated deep learning models are required to address all Hindi SA-related
problems [19], [20]. Additionally, a larger dataset and resources create for the
construction of practical SA systems.

When previous work is examined, it is found that LSTM performed well
with multilingual sentiment analysis [22]. We used LSTM to train the data set
and used that model to create a web application that will determine whether
the given sentence is positive [23]. Furthermore, the imbalance in the number
of instances in different classes significantly affects accuracy. As a result, com-
bining other evaluation models, such as accuracy and precision, or accuracy
and f-measure, could lead to correct conclusions about the performance of sen-
timent analysis models. Our proposed model performs sentimental analysis on
multilingual data. So, sentiment analysis of non-English speakers can also be
analyzed.

3 The Proposed System

Our work aims to translate a given text from any Indian language to English
and then analyze its sentiments.

3.1 Methodology

Sentiment analysis is textual contextual analysis that identifies and extracts
personal information from source material, helping businesses understand the
social sentiment of their brand, product, or service while monitoring online
conversations. LSTM is an abbreviation for extended short-term memory net-
works used in Deep Learning [24]. It is a class of recurrent neural networks
(RNNs) that can learn long-term dependencies, particularly in sequence pre-
diction problems. In addition to single data points, such as images, LSTM has
feedback connections, which means it can process the entire data sequence [25].
The LSTM is used in speech recognition, machine translation, and other areas.
The different stages of the sentiment analysis process are depicted in Fig. 2.

The utilized dataset was retrieved from Twitter. Pre-processing methods
are used to sanitize the data. We use the Google Translate function to translate
our text into English. It is a useful tool for comparative researchers when using
bag-of-words text models. TextBlob library is used to extract sentiments of
the text. The performance evaluation of several machine learning classifiers
utilizing their suggested feature set is the contribution of this study. Positive
and negative tweets are categorized. Classifiers’ accuracy, precision, recall, and
F-1 score are used to evaluate their performance.
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Sentiment Analysis 5

Fig. 2: Stages of Sentiment Analysis Process

4 Experimentation and Result

4.1 Experiment

The competence of our proposed method is validated through experiments.
We have developed a python based simulator using Python 3.10.0, and the
following python packages, Pandas, Numpy, and Sklearn, were used to build
the system. The result of each analysis is found to be promising. Different
global metrics compare the accuracy of the proposed method.

4.1.1 Translation Process

The steps involved in the process are translating the text into English from
various Indian languages. In the experiment, we translated the data available
in the indigenous language, mainly Hindi, into English using each machine
translation system. Each sentence is considered a vector whose features marked
the presence/absence (1 or 0) of the unigrams and bigrams in the corresponding
training set. We obtained the unigrams and bigrams in all the sentences in the
training set obtained by pre-processing the translated data in English. Fig. 3
shows the translation process, translating from Malayalam to English.

The translated sentence further processed the cleaning, legalization, and
was finally classified into positive or negative. The given process is shown
in Fig. 5. The proposed method of sentiment analysis of non-English and
Indian languages produced an accuracy of 90 4%. Hence LSTM is a good Deep
learning model for sentiment analysis.
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6 Sentiment Analysis

Fig. 3: Translation Process

Fig. 4: Experimentation of classifying positive or negative sentiments

Fig. 5: Accuracy of LSTM performing sentiment analysis

4.2 Result

The result for multilingual analysis in an indigenous language is a challenging
problem, and the result is promising. Most of the population in India uses
their regional languages. The sentiment analysis on regional languages is more
significant in social network analysis.

The loss function is calculated in the training data throughout an epoch
and provides the quantitative loss measure at the specified epoch. In Fig. 6,
the loss is plotted on the y-axis, and the number of epochs is plotted on the x-
axis. The loss decreases after each epoch. There is a slight difference between
the performances of the sentiment analysis system using the translated data
in English. In the worst case, there is a maximum drop of 8 percent.

Journal of Engineering and Technology Management 77 (2025)

PAGE NO: 277
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Fig. 6: Performance Loss on sentiment analysis on translated English dataset.

Fig. 7: Accuracy of Sentiment analysis with different epoch.

The accuracy is measured for the sentiment analysis and is plotted in Fig. 7.
The graph plots the accuracy on the y-axis, and the number of epochs plotted
on the x-axis. Accuracy improves with an increase in the epoch size. Adding
all the translated training data together drastically increases the noise level in
the training data, creating harmful effects on classification performance.

5 Conclusion

India is one of the most linguistically and culturally diverse countries on earth.
Many people prefer to express themselves in their native language. Using
our sentimental analyzer, brands can better understand how their customers
respond to a specific product and identify their strengths(positive sentiment)
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8 Sentiment Analysis

and weaknesses(negative sentiment). Our study also analyzed the accuracy of
the LSTM model. The accuracy could be improved by adding more data to the
training set. Our study can be extended to be used in live Twitter web crawlers
to analyze people’s emotions, which can be used to detect early warning signs
of suicide and even help prevent it.

We can broaden the analysis by incorporating different classifications
and clusters and other data analysis. In addition to emotional analysis,
allowing examinations and comparisons from a new perspective may pro-
vide an opportunity to further support the current results and compare the
conclusions.
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