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Abstract—Psychological well-being is one of the main 

contributors to an individual's prosperity, irrespective of age 

and education. Tragically, these issues have been increasing 

step by step, most commonly in the case of secondary school 

and understudies. There is a great deal of need for successful 

methods to hold this issue within proper limits, or else they 

may lead to many significant issues such as depression and 

suicides. To keep the problem in check, it is necessary that the 

confusion is detected at the beginning phase and the individual 

is treated appropriately. This paper centers around the 

psychological well-being issues that are usually looked at by 

understudies between the ages of 15 to 27 and pursuing their 

schooling between grade 10 and post-graduate studies. The 

information has been gathered straightforwardly from the 

understudies through a survey, and machine learning 

procedures have been utilized to pre-cycle and concentrate the 

useful data present. By utilizing the machine learning 

algorithms, the level of mental prosperity has been calculated 

from the review information, which gives an early 

identification of issues being looked at by the understudy. This 

model further provides a few precise ways that the individual 

can rehearse to defeat the problems being faced. 

Keywords—Mental Health, Students, Education, 

Depression, Anxiety, Suicide 

 

I. INTRODUCTION 

Psychological wellness is a vital component that influences 

one's feelings, reasoning, and ability to think. Some of the 

most serious mental health conditions don't just appear 

overnight. Issues identified in this field are caused by 

numerous variables, which differ from one individual to 
another, considering the situations faced, and include past 

medical problems. Extra care and treatment can be given if 

aberrant mental states are identified early in the course of 

the illness. While threatening or upsetting stimuli can cause 

anxiety, depression, social dysfunction, and even suicidal 

thoughts, challenging stimuli can have positive effects like 

motivation and enhanced task performance. 

Mental illnesses, which are also called mental health 

disorders, are a broad category of mental health conditions 

that affect your emotions, thoughts, and behaviour. They 

include psychological conditions such as eating disorders, 

compulsive behaviours, schizophrenia, depression, and 

anxiety disorders. 
A mental illness can ruin your life and cause problems for 
routine tasks like relationships, job, and education. Most of 

the time, talk therapy along with medication helps manage 
symptoms. (psychoanalysis). 

If you notice any signs or symptoms of a mental illness, 

speak with your healthcare provider or a mental health 

professional. Most mental illnesses don't go better on their 

own, and if they aren't treated, they can worsen over time 

and result in serious problems. 
Many people occasionally experience problems with their 
mental health. However, a mental health issue turns into a 
mental disease when persistent symptoms put you under a lot 
of stress and impair your capacity to perform daily tasks. 

For the students that are centred on this examination, these 
factors incorporate companion pressure, family issues, 
instructive and professional settlement, etc. Such issues 
hinder the mental strength of individuals early on, which 
prompts various chronic problems down the road. If the 
issues are diagnosed at the beginning phase, the likelihood of 
fixing them is higher. This paper focuses on the causes 
behind issues looked at by the students and provides a 
potential answer for them. 

This paper focuses on the use of supervised machine learning 
algorithms to find a group of students who are in danger of 
suffering from mental health issues. These algorithms focus 
on building the model using a target or a class variable. This 
method allows the model to learn over time and provide the 
desired outputs for the given inputs. Some of the algorithms 
used in this project include Support Vector Machines, 
Decision Trees, and Logistic Regression. 

Finding mental health through surveys can be a 
beneficial tool for individuals, researchers, and experts alike. 
To gain insights into a human being's general well-being and 
pinpoint potential areas of concern, surveys are made to 
gather information about people's opinions, emotions, and 
behaviours relating to mental health. The raw data that has 
been used for the purpose of training the desired model has 
been collected through a survey, by interacting with students 
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of different age groups and pursuing different educational 
backgrounds. Questions were asked in a generalized manner, 
by taking mental health triggers into consideration. 

 

 

II. LITERATURE SURVEY 

 

2.1 Relevant Works: Health is described by the World 

Health Organization (WHO) as "a state of full mental, 

social, and physical health and not just being free of illness 

or impairment"[1]. The commonly utilized WHO-5 

Happiness Index evaluates five elements of subjective well- 

being: good mood, vigor, general passions, confidence, and 

ability to deal with everyday challenges as given by ] Topp, 

C. W., Østergaard, S. D., Søndergaard, S., & Bech, P. 

(2015) [2]. Studies show that mental health differs among 

various populations. According to the research given by 
Baxter A.J. et al. (2014) [3], the statistics given across 44 

countries give major factors such as age, gender, economic 

status, and urban conditions responsible for the variance of 

mental health. The prevalence of anxiety disorders ranges 

from approximately 5% in African countries to 10% in 

European countries. According to reports given by Kessler 

R.C. et al. (2005) [4], the annual prevalence of anxiety 

disorders in the USA was 18%. These investigations 

illustrate the serious consequences that mental health 

illnesses carry as well as the requirement for efficient 

preventative and treatment methods. 

 

The grouping of mental health conditions evolved over time, 

resulting in different classification schemes in existence. For 
instance, while the International Classification of Diseases 

(ICD) is used globally, the Diagnostic and Statistical 

Manual of Mental Disorders (DSM) is frequently used in the 

US. The reliability and validity of these criteria are, 

however, still up for debate by Insel T.R. and Cuthbert B.N. 

(2013) [5][6]. This underlines the necessity of continued 

research to enhance diagnostic precision and guarantee that 

patients receive the right care. 

 

It has been determined that a variety of biological, 

psychological, and environmental factors have a role in the 
emergence of mental health illnesses. The development of 

posttraumatic stress disorder (PTSD), for instance, may be 

influenced by genetic, epigenetic, and neurobiological 

variables, according to Koenen K.C. et al. (2017) [7]. On the 

other hand, factors that positively affect well-being include 

income, education, and support, through the research given 

by Diener, E., Suh, E. M., Lucas, R. E., & Smith, H. L et al. 

(1999) [8]. Boehm, J. K., & Kubzansky, L. D. et al. (2012) 

[9] however state psychological resilience, optimism, and 

social connections as the major contributors. Demyttenaere 

et al. (2014) showed that lifetime prevalence rates for mood 

and anxiety disorders were 12.8% and 14.6%, respectively, 

throughout Europe [32]. A study by Prinz et al. (2018) [33] 

found that 43% of computer science students exhibited 
symptoms of depression, anxiety, and stress in the setting of 

technology and engineering. 

Two significant obstacles to obtaining care for mental health 

disorders are stereotypes and lack of access to professionals 

in the field. Only 11% of college students with mental 

health issues sought professional help, according to a study 

by Eisenberg et al. (2010) [53]. Similar findings were made 

by Cheung et al. (2016) [54], who revealed that stigma 

greatly discouraged engineering students from seeking aid. 

According to Prinz et al. (2018) [33] , students in the fields 

of technology and engineering were unwilling to seek 

assistance due to worries about stigma and lack of 
anonymity. 

 

Numerous interventions have been created to support the 

general public's mental health and well-being. In a study by 

Cuijpers et al. (2009) [34], it was discovered that cognitive 

behavioral therapy (CBT) delivered online was successful in 

easing the symptoms of anxiety and depression. In a similar 

vein, a study by Richards et al. (2016) [35] discovered that a 

mobile app-based intervention was successful in lowering 

university students' symptoms of anxiety and sadness. A 

study by Munn et al. (2018) [36] in the field of technology 
and engineering discovered that a peer support program was 

successful in enhancing mental health among students 

studying computer science. 

 

2.2 Analysis of Existing System: There are many existing 
methodologies that have contributed to the analysis of 

mental health. Jet Li Chung and Jason Teo et al. (2021) [10] 

and Anu Priya, Shruthi Garg, and Neha Prerna Tigga et al. 

(2020) [11] recognize several Machine Learning techniques 

including logistic regression, decision trees, random forests, 

stacking, naïve Bayes, support vector machine, and K 

nearest neighbor classifiers. They utilized every one of the 

seventy-seven characteristics from the text archives to run 

these calculations. However, Anu Priya, Shruti Garg, and 

Neha Prerna Tigga [11] classified the best-model selection 

based on the f1 score due to the imbalance in the data. 
Though the accuracy of Naive Bayes was found to be the 

highest, the Random Forest technique proved to be the best 

model. 

 

In the analysis given by Dr.J.Arokia Renjit, Adlin Sajeesha 

M.J, Sangavai V.D, Sree Devi D.S et al. (2022) [12], the 

dataset was collected, pre-handled, and mapped into graphs 
with the end goal of information quality. Then, various 

algorithms were utilized to foresee the result with high 

precision. The primary parts of this paper are data graphing 

and designing the classification model. The information 

purification, lost values, examining translation, model 

structure, and assessment were the most important phases in 

the analysis cycle. 

 

Roger Garriga, Javier Más, Semhara braha, Jonnolan, Oliver 

Harrison, George Tadros, and Aleks Andar Matic et al. 

(2022) [13] explored the possibility to forecast any mental 

health crisis event and if such predictions can benefit 

medical care. They used machine learning approaches to 

analyze longitudinally collected EHR data. The result 
showed the possibility of forecasting mental health crises 

and obtained an AUROC of 0.797 for the general model. 

Sofianita Mutalib, et. al. (2021 [14] focused on mental 

health problems in Malaysian students. Twenty Public 

Universities in Malaysia had 552,702 students enrolled as of 
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the end of December 2018, and 119,345 of them had 

graduated, according to statistics. The Certificate, Diploma, 

bachelor’s degree, master’s degree, and Doctor of 

Philosophy are the five stages of higher education 

qualification. They begin by describing the mental health 

disorders and causes common among college students and 

classify the difficulties into three groups: stress, depression, 

and anxiety. Using the characteristics' score to label the 
individuals in the dataset, they demonstrated how the 

DASS-21 data may be used for modeling. Support Vector 

Machine for depression and Decision Tree for stress are the 

best models with the highest accuracy. The two models that 

provide precise results for anxiety with an accuracy range 

between 68% and 88% are linear regression and neural 

networks. 

 

In the context of predicting and diagnosing mental health 

diseases, machine learning has shown promise in the field of 

mental health analysis. Machine learning was utilized in a 

2013 study by De Choudhury et al. [15] check to predict 

depression using social media data, with a 70% accuracy 

rate. In a similar vein, Chekroud et al. (2016) [16] achieved 

an accuracy rate of 73% when using machine learning to 

predict the effectiveness of antidepressant drugs. In their 

2014 study, Coppersmith [52] examined how social media 

data could potentially utilised for predicting depression. The 
study showed the promise of machine learning for early 

detection and prevention of depression by analyzing social 

media data from depressed participants and healthy controls. 

 

III. DRAWBACKS OF EXISTING SYSTEM 

 Machine Learning algorithms can investigate the 

information given, and don't have a similar degree of 
knowledge and setting as a psychologist. 

Subsequently, they might miss significant elements 

that could affect efficiency. 

 

 Moreover, Machine Learning Algorithms are simply 

ready to examine the information that is accessible to 

them, which may not catch the full scope of elements 

that affect prosperity. This could bring about 

inadequate or incorrect outcomes. 

 Numerous systems receive training using skewed data, 

which can lead to incorrect predictions. For instance, if 

a dataset contains a large proportion of white people, 

the algorithm might not work as effectively with data 

from other racial and ethnic groups. 

 

 Some systems have a limited ability to forecast other 
mental health illnesses because they are primarily 

intended to predict certain ones, like depression or 
anxiety. 

 

 Many current systems rely on population-level data 

rather than patient-specific information to generate 

predictions. For people who do not fit the normal 

profile of the population being analyzed, this may lead 
to erroneous forecasts. 

 Instead of using data specific to each patient, many 

current systems produce predictions using data 

collected at the population level. Forecasts may be 

inaccurate for individuals who do not fit the typical 

profile of the population being studied. 

 Concerns exist around the collection, storage, and 

usage of sensitive mental health data. As a result, 

people may be less willing to contribute their data, 

which could further lower prediction system accuracy. 

IV. PROPOSED SYSTEM 

From our study of mental well-being and the existing 

systems that have been made through this foundation, it has 

been observed that mental health is an essential aspect of 

our daily lives, which is often neglected by people, 

especially that of students in the ages of 15 to 27. In a 
world with a lot of technological advancement, we aim to 

provide an analysis of the mental health of students and 

identify the factors which cause it among students from 

study groups such as 10th grade, intermediate, 

Undergraduate, and Postgraduate, where the tendency to get 

mentally affected is more. Using supervised machine 

learning techniques, one can predict whether they are on the 

edge of being mentally affected and can contact a therapist 

for the same. 

 

4.1 Objective of the proposed system: 

1. To determine if a student reflects the symptoms of 
being affected by mental health problems. 

2. To identify the main elements influencing students' 

mental health through analysis. 

3. To bring about awareness among students regarding 

mental health and its care. 

 

4.2 Problem Definition: Mental health is a commonly 

overlooked factor, especially with the busy lives that today’s 

youth lead. This can lead to bigger consequences in the 

future if not taken care of. To find a solution to this 

problem, we made a quiz, which is connected to the trained 

machine-learning model at the back end. The quiz contains 

general questions about the respondents’ daily habits and the 

intensity of the habit. Through the responses given, it is 

determined whether the student reflects the symptoms of 

displaying mental health problems or not and connect them 

to a therapist if they tend to show more vital signs. 
 

4.3 System Design: The workflow of the system can be 

illustrated through the following diagram: 
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Fig 1. System Design 

1. Dataset Collection: The data for training the mental 

health prediction model has been collected in the form of a 

survey, with the responses coming directly from the 

students. It consists of 20 attributes in text format, with the 

class labels checked. The feature names include Age Group, 

Gender, Education Pursuing, Family Size, Physical Health 

Issues, Mental Health Problems in the family, Previous 

Mental Health Problems, Sleeping Trouble, Anticipatory 

Anxiety, Relaxation issues, Suicidal thoughts, Factors that 
externally affect their mental health; Friends, Family, 

Education, Health, Strangers, Career, Lover, have they tried 

to overcome the problem. 

 

2. Data Pre-Processing: The data collected from the 
respondents is raw and contains many ambiguities and 

inconsistencies. To prevent these factors from coming in the 

way of training an accurate model, the following steps have 

been followed to get proper data that the learning model can 

understand. 

i. Missing Values: The collected data contains many 

missing values that are a hinderance to training the model 

and can result in various errors occurring. To avoid this, the 

dataset is checked for missing values, and are replaced using 

forward fill method. 

 

ii. Feature Selection: There are 20 different features that 

have been collected from the students. Some of these 
features may not be useful for training the model and can 

affect the accuracies which we obtain in the output. So, only 

a few features have been selected using Pearson Coefficient. 

iii. Noisy Data: In raw data, there might be some data that 

may not correspond to the feature, and thus will not contain 

any useful insights during training. Such data needs to be 

either replaced or removed. In this scenario, the data has 

been replaced using data smoothing. 

 

3. Encoding Data: In this step, label encoding is done on 

the now cleaned data. This step is necessary as the data that 

is being dealt with is categorical data, and they need to be 

assigned a numerical label as the training model can 

understand only numerical values. Moreover, label encoding 

helps in identification of the categorical values. 

4. Model Building: After the dataset is ready, it is split into 

training and testing data, and cross-validation is performed. 

Here, 70% of the data is taken as training data and 30% of 

the data has been taken as testing data. The six different 

models that were taken into consideration are Logistic 

Regression, Decision Tree, Support Vector Machine (SVM), 

K-Nearest Neighbors, Random Forest Classifier, and a 

Hybrid model of SVM and Decision Tree. 

 
5. Model Training: The training data is now fit into the 

various supervised learning algorithms and the outputs are 

predicted. The accuracy metrics are derived based on the 

outcome of the predictions. 

 

6. Mental Health Prediction: Now, to test the accuracy of 

the model, sample data is given and fed to the system. The 

result is given in the form of a message, which tells if the 

person is suffering or not. 

7. Model Pickling: With the models trained and the 

outcomes predicted with the accuracy metrics, the models 
are now pickled as a .pkl file to incorporate them into a web 

interface, which works based on the learned data. The web 

interface is linked to the pickle file by using the Flask 

python library. 

 

8. User Interface: The quiz is connected to a web interface 

for simplicity of use, with the use of little hardware and 
software requirements. 

 

V. DATASET USED 

The data used for training the machine learning model has 

been collected as a survey, which consists of 5000 different 

entries from students of different age groups and educational 
backgrounds. 

 

The dataset consists of 17 different features, which include 

physical health issues, sleeping troubles, anxiety problems, 

suicidal thoughts, and relaxing problems. 

 

Another aspect of the dataset is how different external 

factors such as family, friends, education, health, and so on 

tend to affect the person. Together, these different features 

have been used to determine if the student is at the risk of 

suffering from mental health issues. 

From Fig.1 we can see a few entries of the data that has 

been collected from students for the purpose of this paper. 

Fig. 2 shows some of the external factors that students 

report, affecting them mentally. 
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Fig. 2 Factors that affect mental health. 

to depict statistical probabilities or to map out the order 

of events, actions, or results. The following steps are 

implemented to build a decision 

 
Step-1: The complete dataset has been taken as the 
root node of the decision tree. 

 

Step-2: Using the attribute selection measure (ASM), 

the best attribute combinations to give accurate results 

have been found. 

 

Step-3: The root node was divided into sub-trees that 

are more probable to give the best combination of 

attributes. 

 

Step-4: The node that gave the better combination was 

taken into consideration. 

Step-5: Repeatedly new sub-trees were created by 

following steps 1 to 3 till no further classification can 

be made. 

 

iii. Logistic regression: For binary classification issues, 
where the objective is to predict one of two possible 

outcomes, logistic regression is a statistical machine 

learning approach that is utilized. In many different 

applications, including fraud detection, picture 

classification, and medical diagnosis. The procedure 

followed to implement logistic Regression for the 

system is as follows: 
 

 

Fig. 3 Age Groups of Students surveyed. 

Fig. 4 Shows that many of the respondents to the survey are 

between the ages of 18 to 22. To train the model in a better 

fashion, more responses have been collected from age 

groups of 23-27 and people of age greater than 27. 

 

 

VI. METHODOLOGY 

6.1 Algorithms used 

i. Support Vector Machine: Support-vector machines, 

sometimes referred to as support-vector networks in 

machine learning, are supervised learning models that 

examine data for regression and classification along 

with corresponding learning methods. In an effort to 
increase accuracy, the subsequent actions have been 

taken: 

 

Step 1: Split the data into training and testing parts. 

Step 2: Choose the type of kernel to be used. In this 

scenario, a polynomial kernel has been used. 

 

Step 3: Set the regularization parameter (C) to 1, to set 

the strength of regularization to a considerable amount. 

 

ii. Decision Tree: This is a commonly utilized supervised 

machine learning method employed in data mining. A 

decision tree is a visual representation that people use 

Step 1: Feature scaling was done using standard Scaler 

on the data to put all features in the same range, 
regardless of their relevance. 

Step 2: To handle class imbalance, normalization is 

done on the data using class weights. 

 

Step 3: Finally, the model is trained to predict the 

correct outputs. 

iv. K-Nearest Neighbors: It is a non-parametric machine 

learning algorithm used for classification and 
regression problems. It is a form of instance-based 

learning where the algorithm predicts new data points 

based on the training data itself. For this project, KNN 

has been implemented in the following way: 

Step 1: The data has been split into training and testing 

data. 

 

Step 2: The nearest data points have been determined 

by choosing the K value as 3. 

Step 3: Implement the following steps for all the data 

points: 

• Calculate the distance between the testing data point 

and each of the training data points with the help of 

distance measuring metrics. Here, Manhattan distance 

has been used. 

• Sort the distances calculated in increasing order, and 

choose the top K rows accordingly. 

• Class is assigned according to the highest frequency. 
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v. Random Forest Classifier: This ensemble learning 
method aids in solving regression and classification 
issues. In this instance, it is an extremely helpful 

algorithm for managing big datasets. To create a more 
accurate and dependable model, it combines different 
decision trees. To apply the random forest classifier, 

these steps have been taken: 
 

Step 1: From a given training set or data, choose 

random samples. 

 

Step 2: A decision tree will be built for every data 

sample. 

Step 3: The decision tree that is obtained will be 

averaged to conduct voting. 

 

Step 4: The outcome that receives the most votes is 

chosen as the winning prediction. 

 

 

vi. Hybrid Classifier: A hybrid classifier is created when 

the predictions of two different learning models are 

taken into consideration. We have implemented the 

hybrid classifier using the following steps: 

Step 1: A model of the Support Vector Machine is 

built, using a kernel of choice. 

 

Step 2: The decision tree model is created by selecting 

the attribute combination that gives the best results. 

 

Step 3: The prediction values of both models were 

analyzed, and those data points that gave the same 

outputs were taken into consideration. 

 
Step 4: Now, sample test data is taken to check the 
accuracy of the newly built algorithm. 

 

6.2 Libraries used: 

i. NumPy: Popular Python module NumPy is used for 

numerical computation in machine learning. It offers 

effective data structures for displaying arrays and 

matrices as well as a large selection of mathematical 

procedures for using these arrays. Because they enable 

effective and quick computations on huge datasets, 

NumPy arrays are particularly helpful in machine 
learning. Additionally, they offer a uniform user 

interface for handling data, regardless of its origin or 

format. 

 

ii. Pandas: Pandas is a tool for data preparation, analysis, 

and manipulation in machine learning. It supports a 

large variety of data formats and activities and offers a 

high-level interface for working with tabular data in 

databases and spreadsheets. The Data frame, which is 

simply a two-dimensional table with rows and 

columns, is the primary data structure used by Pandas. 

Several data types, including CSV and Excel files, 

SQL databases, and other data formats, can be used to 

construct Data Frames. Pandas offers several functions 

for cleaning, altering, and manipulating the data once it 

has been loaded, including handling missing data, 

merging, and connecting data from different sources, 

and selecting subsets of data. 

iii. Matplotlib: A well-liked Python package for data 

visualization in machine learning is called Matplotlib. 

It offers a wide number of tools for building several 

kinds of plots and graphs, including histograms, line 

plots, scatter plots, and bar charts, among others. With 

Matplotlib, you can easily change the colors, labels, 

and axes scales of plots to suit your preferences. It may 

also be used to visualize data from many sources, 

including NumPy arrays, Pandas Data Frames, and 
SQL databases, and it supports a broad variety of data 

formats. 

 

iv. Sci-Kit Learn: It is used for data analysis, modeling, 

and prediction. Sci-Kit Learn offers a variety of 

algorithms and functions for classification, regression, 

clustering, and dimensionality reduction, among other 

machine-learning applications. Scikit-learn is a crucial 

tool for data scientists and machine learning 

practitioners because it offers a user-friendly interface 

for data preparation, feature engineering, and model 

validation. Additionally, it has many tools for 

transforming data, such as methods for handling 

missing data and tools for normalizing, scaling, and 
encoding data. 

 

v. Pickle: In machine learning, trained models are 

frequently saved to files so they may be loaded later 

and applied to new data to create predictions. Pickle 
makes it simple to store learned machine-learning 

models in files that can subsequently be loaded to 

make predictions. When you have spent a lot of effort 

training a complex model and want to be able to reuse 

it without having to retrain it, this is quite helpful. 

 

vi. Flask: Flask is a compact and adaptable framework 

that offers tools and utilities to developers so they may 

make web applications quickly and efficiently. When 
building online applications, Flask offers a 

straightforward and user-friendly interface with 

integrated support for managing HTTP requests and 

answers, routing, and URL management. Additionally, 

it supports templating and offers a straightforward 

method for creating HTML pages dynamically from 

user input. 

 

6.3 Comparison of the Algorithms: To figure out which 

algorithm is the best; we have used the following metrics: 

Accuracy Score: 

Journal of Engineering and Technology Management 73 (2024)

PAGE NO: 1312



 

 

From the below graph, it is shown that the Support Vector 

Machine (SVM) has the highest accuracy, followed by the 

Hybrid Classifier. Logistic Regression (LR) gives the lowest 

accuracy among all the algorithms. 

 

Fig. 4 Accuracy Score Comparision 

Precision Score: 

 

 

 

 

 

 

 

 

The graph shows that the Hybrid Classifier obtains the 

highest precision score of 0.991, which is followed by the 

Support Vector Machine (SVM). The Random Forest 

Classifier (RFC) and K-Nearest Neighbors almost have the 

same scores. Logistic Regression (LR) has the lowest 

precision score of 0.972. 

 

Fig. 5 Precision Score Comparison 

Recall Score: 

 

 

 

 

 

 

 

 

After obtaining the results, it is observed that the 

Random Forest Classifier (RFC) and the K-Nearest 

Neighbors (KNN) classifiers get the highest recall 

scores, and the Logistic Regression algorithm 

obtains the lowest recall score. 
 

 
Fig. 6 Recall Score Comparision 

VII. RESULTS 

The accuracy metrics of the predicted models were 

trained and tested based on several factors in the 

dataset such as age, gender, education pursuing, 

sleeping troubles, anxiety and relaxation issues, 

external stimulus, and so on. The machine learning 

parameters include the size of the training model, 

kernel type for SVM model, number of estimators 

and the maximum depth of the tree for the Random 

Forest Classifier model, bias values for the Logistic 

Regression model, and the ‘k’ value for the K- 

Neighbors classifier. The metrics show that the 

Hybrid Classifier is the model with the highest 
accuracy of 98.8 percent. 

 

Fig. 7 Accuracy Metrics of the learning model 

Confusion Matrix: A confusion matrix gives us the 

summary of all the predictions in the form of a matrix. The 
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key to the confusion matrix is all the values that have been 

sorted correctly and incorrectly. The following are the 

obtained confusion matrix results for the learning models. 
 

Fig. 8.1 Confusion Matrix for Logistic Regression 
 

Fig. 8.2 Confusion Matrix for Support Vector Machine 

 

Fig. 8.3 Confusion Matrix for Random Forest Classifier 

 

 

Fig. 8.4 Confusion Matrix for K Nearest Neighbors 

Classifer 

 

Fig. 8.5 Confusion Matrix for Decision Tree Classifier 

 

Fig. 8.6 Confusion Matrix for Hybrid Classifier 
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The top left part and the bottom right part of the confusion 

matrix give the number of data points that were correctly 

classified by the machine learning model, while the top right 

and the bottom left part give the number of data points that 

were incorrectly classified. From the given figures, we 

observe that the Support Vector Machine has the highest 

number of correctly classified points, making it the most 

accurate algorithm to be used. 
 

Reasons for Mental health: The web interface explores the 

information on why mental health gets effected and the 

different factors that affect it externally. It also provides a 

way to contact therapists if help is needed. 
 

Fig. 9.1 Website for Mental health 

 

 

 

Fig. 9.2 Contacting Doctors 

Mental Health quiz: This quiz will be taken by the students 

to give an analysis of the status of their mental health, and if 

they need to contact a therapist or not, based on the 

responses given. 

The output is given either as ‘mentally depressed’ or ‘not 
mentally depressed’ accordingly. 

 

 

Fig. 9.3 Questions based on personal factors. 
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Fig. 9.4 Questions based on behavioral and external 

factors 

VIII. CONCLUSION 

The study of well-being is a complicated and varied topic 

that necessitates considering a wide variety of variables and 

perspectives, it can be inferred from a thorough 

investigation utilizing machine learning. The analysis's 
findings revealed that while stress, loneliness, and sedentary 

behavior are all negatively correlated with well-being, other 

elements, such social support, physical activity, and 

mindfulness practices, are positively associated with it. 

Also, the investigation has shown how machine learning 

approaches can be used to analyze and forecast well-being 

results, providing fresh information in this area. Researchers 

can build more precise and individualized interventions by 

utilizing artificial intelligence to better grasp the intricate 

correlations between diverse well-being markers. 

 

IX. FUTURE SCOPE 

Customized well-being recommendations: By using these 

developed project algorithms by identifying individuals’ day 

to day behaviors, activities, and habits, we can work on 

providing personalized recommendations to know their 

mental health status and by then can improve their well- 

being health accordingly. For example, the system could 

suggest changes in diet or exercise based on a person's daily 

routine and lifestyle. 

 

Emotional well-being examination: AI calculations can be 

prepared to break down designs in discourse, virtual 

entertainment action, or different information sources to 

distinguish indications of emotional well-being issues. The 

framework could give constant criticism to people and 

medical care experts on changes in prosperity pointers, 

which could help forestall and treat psychological well- 

being issues. 
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